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#### Abstract

Based on a preconditioned shift-splitting of the (1,1)-block of non-Hermitian saddle-point matrix and the Uzawa iteration method, we establish a new Uzawa-type iteration method. The convergence properties of this iteration method are analyzed. In addition, based on this iteration method, a preconditioner is proposed. The spectral properties of the preconditioned saddle-point matrix are also analyzed. Numerical results are presented to verify the robustness and the efficiency of the new iteration method and the preconditioner.
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## 1. Introduction

Consider the following large, sparse non-Hermitian saddle-point linear system

$$
\mathscr{A} x:=\left(\begin{array}{cc}
A & B  \tag{1.1}\\
-B^{*} & 0
\end{array}\right)\binom{u}{v}=\binom{f}{-g}=: b,
$$

where $A \in \mathbb{C}^{n \times n}$ is a non-Hermitian positive definite matrix, i.e., its Hermitian part $H=$ $(1 / 2)\left(A+A^{*}\right)$ is positive definite, $B \in \mathbb{C}^{n \times m}$ is a rectangular matrix of full column rank with $n \geq m$, and $b \in \mathbb{C}^{n+m}$ is a given vector. Here, ( $\left.\cdot\right)^{*}$ denotes the conjugate transpose of a matrix. This kind of systems of linear equations arises in a variety of scientific and engineering applications, such as computational fluid dynamics, optimal control, constrained optimization, weighted least-squares problems, electronic networks, computer graphic, mixed or hybrid finite element discretization of second-order elliptic problems and meshfree discretization of some partial differential equations; see $[10,13,15,17,21,24,27,28]$ and the references therein.

In order to solve the nonsingular saddle-point linear system (1.1), many effective iteration methods and preconditioning techniques have been proposed in the literature;

[^0]see $[3-7,9,11,13,19,20,23]$ and the references therein. As one of the most important iteration methods, Uzawa method [1] can be described as follows:
\[

\left\{$$
\begin{array}{l}
u_{k+1}=A^{-1}\left(f-B v_{k}\right),  \tag{1.2}\\
v_{k+1}=v_{k}+\tau\left(B^{*} u_{k+1}-g\right),
\end{array}
$$\right.
\]

where $\tau>0$ is a relaxation parameter. Owing to its simple form, minimal computer memory requirements and good numerical performance, the Uzawa method has received wide attention in the literature. Many variants of the Uzawa method, including preconditioned Uzawa [19] and parameterized Uzawa [10] methods, have been proposed to improve the efficiency of the original Uzawa method.

In each step of the Uzawa method, a linear system with coefficient matrix $A$ needs to be solved, which is the most expensive computation in the algorithms. With this in mind, an approximation matrix $Q_{A}$, i.e., a preconditioner of the matrix $A$, has been introduced in the inexact and the parameterized inexact Uzawa methods $[11,14]$. Hence, the first iteration step of (1.2) becomes

$$
\begin{equation*}
u_{k+1}=u_{k}+Q_{A}^{-1}\left(f-A u_{k}-B v_{k}\right) . \tag{1.3}
\end{equation*}
$$

From both the theoretical analysis and numerical results in Refs. [11, 14], we know that a good approximation matrix $Q_{A}$ may lead to an efficient inexact Uzawa method. Hence, how to choose a good preconditioner $Q_{A}$ for matrix $A$ becomes an important problem.

When $A$ is Hermitian positive definite, many efficient preconditioners have been discussed; see Refs. [31,32] for the details. When $A$ is non-Hermitian positive definite, Yang and Wu [29,30] employed the Hermitian and skew-Hermitian splitting (HSS) preconditioner of matrix $A$ to accelerate the convergence of Uzawa method, which leads to the following Uzawa-HSS method:

$$
\left\{\begin{array}{l}
u_{k+1}=u_{k}+2 \alpha(\alpha I+S)^{-1}(\alpha I+H)^{-1}\left(f-A u_{k}-B v_{k}\right),  \tag{1.4}\\
v_{k+1}=v_{k}+\tau Q^{-1}\left(B^{*} u_{k+1}-g\right),
\end{array}\right.
$$

where $Q \in \mathbb{R}^{m \times m}$ is an Hermitian positive definite matrix, $H=(1 / 2)\left(A+A^{*}\right)$ and $S=$ $(1 / 2)\left(A-A^{*}\right)$ are the Hermitian and skew-Hermitian parts of matrix $A$, respectively. A similar idea, i.e., using positive definite and skew-Hermitian splitting preconditioner to accelerate the convergence of Uzawa method, can be seen in Ref. [18]. In addition, a modified local HSS (MLHSS) iteration method and the corresponding MLHSS preconditioner proposed by Jiang and Cao [22] are also very efficient for solving the saddle-point problems. However, for these iteration methods referred above, the restrictions on the involved iteration parameters to ensure convergence are complicated. It is hard to verify whether the convergence conditions are satisfied.

In the saddle-point linear system (1.1) or the iteration scheme (1.2), matrix $A$ is nonHermitian positive definite. For the non-Hermitian positive definite system of linear equations $A z=c$, Bai et al. [12] introduced an efficient shift-splitting iteration method of the form

$$
\begin{equation*}
(\alpha I+A) z_{k+1}=(\alpha I-A) z_{k}+2 c, \tag{1.5}
\end{equation*}
$$

where $\alpha$ is a positive iteration parameter and $z_{k}$ is the approximation solution of $A z=c$ at the $k$-th iteration step. This shift-splitting iteration method is unconditionally convergent since its iteration matrix $T(\alpha)=(\alpha I+A)^{-1}(\alpha I-A)$ yields [12]

$$
\begin{equation*}
\rho(T(\alpha)) \leq\left\|(\alpha I+A)^{-1}(\alpha I-A)\right\|<1, \quad \forall \alpha>0 . \tag{1.6}
\end{equation*}
$$

Owing to the high efficiency of the shift-splitting iteration method, Cao et al. [16] first employed it to solve the saddle-point problem whose coefficient matrix has Hermitian positive definite (1, 1)-block.

In this work, based on the shift-splitting technique, we propose a preconditioned shiftsplitting (PSS) preconditioner for the (1,1)-block $A$ of the non-Hermitian saddle-point matrix. Combining this PSS preconditioner with the Uzawa iteration method, we establish a new Uzawa-type iteration method, abbreviated as UPSS, to solve the non-Hermitian saddlepoint problems. As will be indicated, the new method is effective and its convergent conditions are much easier to be satisfied than the methods in [18, 22,30]. Moreover, a preconditioner for the saddle-point matrix $\mathscr{A}$ involved in the linear system (1.1) is constructed. Spectral properties of the corresponding preconditioned matrix are also analyzed.

The remainder of this paper is organized as follows. In Section 2, we introduce the UPSS iteration method. In Section 3, the convergence properties of this new iteration method are discussed. In Section 4, we further discuss the spectral properties of the UPSS preconditioned saddle-point matrix. Numerical results are presented in Section 5 to show the effectiveness of the UPSS iteration method and the UPSS preconditioned GMRES method. Finally, in Section 6, we give a brief conclusion of this paper.

## 2. The UPSS Iteration Method

Let $P$ be an Hermitian positive definite approximation matrix of $A$, and denote $\bar{A}=$ $P^{-1 / 2} A P^{-1 / 2}, \bar{z}=P^{1 / 2} z$ and $\bar{c}=P^{-1 / 2} c$. Then the linear system $A z=c$ is equivalent to $\bar{A} \bar{z}=\bar{c}$. The shift-splitting iteration scheme for $\bar{A} \bar{z}=\bar{c}$ is

$$
\begin{equation*}
\frac{1}{2}(\alpha I+\bar{A}) \bar{z}_{k+1}=\frac{1}{2}(\alpha I-\bar{A}) \bar{z}_{k}+\bar{c} . \tag{2.1}
\end{equation*}
$$

Multiplying $P^{1 / 2}$ for the two sides of (2.1) from left and noticing that $\bar{z}=P^{1 / 2} z$, the above iteration scheme becomes

$$
\frac{1}{2}(\alpha P+A) z_{k+1}=\frac{1}{2}(\alpha P-A) z_{k}+c
$$

We name this scheme as preconditioned shift-splitting (PSS) iteration scheme. Hence, the matrix

$$
\begin{equation*}
M(\alpha)=\frac{1}{2}(\alpha P+A) \tag{2.2}
\end{equation*}
$$

can be viewed as a preconditioner, named as PSS preconditioner, of the non-Hermitian positive definite matrix $A$.

Now, choosing PSS preconditioner $M(\alpha)$ as $Q_{A}$, i.e., $Q_{A}=M(\alpha)$, in the iteration scheme (1.3), and using the second step of iteration scheme (1.4), we can derive the following UPSS iteration method.
Method 2.1 (The UPSS Method). Given initial vectors $u_{0} \in \mathbb{C}^{n}, v_{0} \in \mathbb{C}^{m}$, and two relaxation parameters $\alpha, \tau>0$. For $k=0,1,2, \cdots$, until the iteration sequence converges, compute

$$
\left\{\begin{array}{l}
u_{k+1}=u_{k}+2(\alpha P+A)^{-1}\left(f-A u_{k}-B v_{k}\right),  \tag{2.3}\\
v_{k+1}=v_{k}+\tau Q^{-1}\left(B^{*} u_{k+1}-g\right),
\end{array}\right.
$$

where $P \in \mathbb{C}^{n \times n}$ and $Q \in \mathbb{C}^{m \times m}$ are Hermitian positive definite approximation matrices of $A$ and Schur complement matrix $B^{*} A^{-1} B$, respectively.

The UPSS method can also be induced from the matrix splitting $\mathscr{A}=\mathscr{M}(\alpha, \tau)-$ $\mathscr{N}(\alpha, \tau)$, where

$$
\begin{align*}
& \mathscr{M}(\alpha, \tau)=\left(\begin{array}{cc}
(1 / 2)(\alpha P+A) & 0 \\
-B^{*} & (1 / \tau) Q
\end{array}\right), \\
& \mathscr{N}(\alpha, \tau)=\left(\begin{array}{cc}
(1 / 2)(\alpha P-A) & -B \\
0 & (1 / \tau) Q
\end{array}\right) . \tag{2.4}
\end{align*}
$$

This is because, if we denote $x_{k}=\left(u_{k}^{*}, v_{k}^{*}\right)^{*}$, the iteration scheme of the form

$$
\begin{equation*}
x_{k+1}=\mathscr{T}(\alpha, \tau) x_{k}+\mathscr{M}(\alpha, \tau)^{-1} b \tag{2.5}
\end{equation*}
$$

is equivalent to (2.3), where the iteration matrix is defined as

$$
\begin{align*}
\mathscr{T}(\alpha, \tau) & =\mathscr{M}(\alpha, \tau)^{-1} \mathcal{N}(\alpha, \tau) \\
& =\left(\begin{array}{cc}
I-2(\alpha P+A)^{-1} A & -2(\alpha P+A)^{-1} B \\
\tau Q^{-1} B^{*}\left(I-2(\alpha P+A)^{-1} A\right) & I-2 \tau Q^{-1} B^{*}(\alpha P+A)^{-1} B
\end{array}\right) . \tag{2.6}
\end{align*}
$$

## 3. Convergence Results

To analyze the convergence properties of the iteration scheme (2.5), we first introduce several useful lemmas.
Lemma 3.1 ( $[11,25])$. Both roots of the complex quadratic equation $\lambda^{2}-\phi \lambda+\psi=0$ have modulus less than one if and only if $|\phi-\bar{\phi} \psi|+|\psi|^{2}<1$, where $\bar{\phi}$ denotes the complex conjugate of $\phi$.
Lemma 3.2. Let $A \in \mathbb{C}^{n \times n}$ be non-Hermitian positive definite and $B \in \mathbb{C}^{n \times m}$ be of full column rank. If $\lambda$ is an eigenvalue of the iteration matrix $\mathscr{T}(\alpha, \tau)$, then $\lambda \neq 1$.

Proof. Let $\left(x^{*}, y^{*}\right)^{*}$ be an eigenvector of the iteration matrix $\mathscr{T}(\alpha, \tau)$ corresponding to eigenvalue $\lambda$, then we have

$$
\left(\begin{array}{cc}
\frac{1}{2}(\alpha P-A) & -B \\
0 & \frac{1}{\tau} Q
\end{array}\right)\binom{x}{y}=\lambda\left(\begin{array}{cc}
\frac{1}{2}(\alpha P+A) & 0 \\
-B^{*} & \frac{1}{\tau} Q
\end{array}\right)\binom{x}{y},
$$

or equivalently,

$$
\left\{\begin{array}{l}
(\alpha P-A) x-2 B y=\lambda(\alpha P+A) x,  \tag{3.1}\\
Q y=\lambda\left(-\tau B^{*} x+Q y\right) .
\end{array}\right.
$$

If $\lambda=1$, we have $A x+B y=0$ and $B^{*} x=0$, which indicates $\left(x^{*}, y^{*}\right)^{*}=0$ by noticing that matrix $A$ is nonsingular and matrix $B$ is of full column rank. This is in contradiction with the fact that $\left(x^{*}, y^{*}\right)^{*} \in \mathbb{C}^{n+m}$ is an eigenvector.

Lemma 3.3. Let $A \in \mathbb{C}^{n \times n}$ be non-Hermitian positive definite and $B \in \mathbb{C}^{n \times m}$ be of full column rank. If $\lambda$ is an eigenvalue of the iteration matrix $\mathscr{T}(\alpha, \tau)$, and $\left(x^{*}, y^{*}\right)^{*} \in \mathbb{C}^{n+m}$ is the corresponding eigenvector, then $x \neq 0$. Moreover, when $y=0$, we have $|\lambda|<1$.

Proof. If $x=0$, using (3.1) gives $y=0$, which contradicts with the fact that $\left(x^{*}, y^{*}\right)^{*} \in$ $\mathbb{C}^{n+m}$ is an eigenvector.

If $y=0$, from the first equality of (3.1), we obtain $(\alpha P+A)^{-1}(\alpha P-A) x=\lambda x$. So $\lambda$ is also an eigenvalue of the matrix $(\alpha P+A)^{-1}(\alpha P-A)$. Now we only need to discuss the eigenvalues of the matrix

$$
P^{\frac{1}{2}}(\alpha P+A)^{-1} P^{\frac{1}{2}} P^{-\frac{1}{2}}(\alpha P-A) P^{-\frac{1}{2}}=\left(\alpha I+P^{-\frac{1}{2}} A P^{-\frac{1}{2}}\right)^{-1}\left(\alpha I-P^{-\frac{1}{2}} A P^{-\frac{1}{2}}\right),
$$

which is similar to $(\alpha P+A)^{-1}(\alpha P-A)$. Note that the matrix $P^{-1 / 2} A P^{-1 / 2}$ is non-Hermitian positive definite, so $|\lambda|<1$ by using (1.6).

Using the above conclusions, we have the following result that characterizes the property of the eigenpairs of the iteration matrix $\mathscr{T}(\alpha, \tau)$.

Lemma 3.4. Let $A \in \mathbb{C}^{n \times n}$ be non-Hermitian positive definite and $B \in \mathbb{C}^{n \times m}$ be of full column rank. Matrices $P \in \mathbb{C}^{n \times n}$ and $Q \in \mathbb{C}^{m \times m}$ are Hermitian positive definite approximations of $A$ and the Schur complement matrix $B^{*} A^{-1} B$, respectively. Assume that $\lambda$ is an eigenvalue of iteration matrix $\mathscr{T}(\alpha, \tau)$ and $\left(x^{*}, y^{*}\right)^{*} \in \mathbb{C}^{n+m}$ is the corresponding eigenvector. Denote by

$$
\begin{equation*}
\mu_{1}+\imath \mu_{2}:=\mu_{1}(x)+\imath \mu_{2}(x)=\frac{x^{*} A x}{x^{*} P x}, \quad \eta:=\eta(x)=\frac{x^{*} B Q^{-1} B^{*} x}{x^{*} P x}, \tag{3.2}
\end{equation*}
$$

where $\mu_{1}, \mu_{2}$ and $\eta$ are real-value functions of the complex vector $x \in \mathbb{C}^{n}$. Then $\lambda$ satisfies the following equation

$$
\begin{equation*}
\lambda^{2}-\frac{2(\alpha-\tau \eta)}{\alpha+\mu_{1}+\imath \mu_{2}} \lambda+\frac{\alpha-\mu_{1}-\imath \mu_{2}}{\alpha+\mu_{1}+\imath \mu_{2}}=0 . \tag{3.3}
\end{equation*}
$$

Proof. Using the second equality of (3.1) and noticing the conclusion $\lambda \neq 1$ in Lemma 3.2, we have

$$
\begin{equation*}
y=\frac{\lambda \tau}{\lambda-1} Q^{-1} B^{*} x . \tag{3.4}
\end{equation*}
$$

Substituting (3.4) into the first equality of (3.1) derives

$$
(\alpha P-A) x-2 \frac{\lambda \tau}{\lambda-1} B Q^{-1} B^{*} x=\lambda(\alpha P+A) x,
$$

or equivalently,

$$
\begin{equation*}
(1-\lambda) \alpha P x-(1+\lambda) A x=2 \frac{\lambda \tau}{\lambda-1} B Q^{-1} B^{*} x . \tag{3.5}
\end{equation*}
$$

Owing to $x \neq 0$ from Lemma 3.3, multiplying $x^{*} /\left(x^{*} P x\right)$ to the two sides of (3.5) from left gives

$$
\begin{equation*}
(1-\lambda) \alpha-(1+\lambda) \frac{x^{*} A x}{x^{*} P x}=\frac{2 \lambda \tau}{\lambda-1} \frac{x^{*} B Q^{-1} B^{*} x}{x^{*} P x} . \tag{3.6}
\end{equation*}
$$

Using the definitions (3.2), the equation (3.6) can be written as

$$
(1-\lambda) \alpha-(1+\lambda)\left(\mu_{1}+\mu_{2} l\right)=\frac{2 \lambda \tau}{\lambda-1} \eta .
$$

Simple calculation gives the quadratic equation (3.3).
Remark 3.1. For a particular case of equation (3.4), we know that if $x \in \operatorname{null}\left(B^{*}\right)$, i.e., $x$ is a vector in the null space of $B^{*}$, then $y=0$. Thus the eigenvalues of the iteration matrix $\mathscr{T}(\alpha, \tau)$ satisfy

$$
(1-\lambda) \alpha-(1+\lambda)\left(\mu_{1}+\mu_{2} l\right)=0 .
$$

By simple calculations, the above equation can be proved to be a special form of the equation (3.3) since $\eta=0$ and $\lambda \neq 1$. Therefore, in the proof of the Lemma 3.4, we did not discuss this special case.

Using the above Lemmas, we can derive a sufficient condition to guarantee the convergence of iteration scheme (2.5).
Theorem 3.1. Let $A \in \mathbb{C}^{n \times n}$ be non-Hermitian positive definite and $B \in \mathbb{C}^{n \times m}$ be of full column rank. Matrices $P \in \mathbb{C}^{n \times n}$ and $Q \in \mathbb{C}^{m \times m}$ are Hermitian positive definite approximations of $A$ and the Schur complement matrix $B^{*} A^{-1} B$, respectively. Then the UPSS method is convergent for any $\alpha>0$ if parameter $\tau$ satisfies

$$
\begin{equation*}
0<\tau<\frac{2 \alpha}{\lambda_{\max }\left(Q^{-1} B^{*} P^{-1} B\right)} . \tag{3.7}
\end{equation*}
$$

Proof. Note that the iteration scheme (2.5) is convergent if and only if all the eigenvalues of the iteration matrix $\mathscr{T}(\alpha, \tau)$ satisfy $|\lambda|<1$. For the case $y=0$, we have $|\lambda|<1$ using Lemma 3.3. In the following, we only consider the case $y \neq 0$, i.e., $x \notin \operatorname{null}\left(B^{*}\right)$. Denote the quadratic equation in (3.3) by $\lambda^{2}-\phi \lambda+\psi=0$, where

$$
\phi=\frac{2(\alpha-\tau \eta)}{\alpha+\mu_{1}+\mu_{2} l}, \quad \text { and } \quad \psi=\frac{\alpha-\mu_{1}-\mu_{2} l}{\alpha+\mu_{1}+\mu_{2} l} .
$$

By using Lemma 3.1, we need to solve the following equivalent inequality

$$
\begin{aligned}
|\phi-\bar{\phi} \psi|+|\psi|^{2} & =\left|\frac{2(\alpha-\tau \eta)}{\alpha+\mu_{1}+\imath \mu_{2}}-\frac{2(\alpha-\tau \eta)}{\alpha+\mu_{1}-\imath \mu_{2}} \cdot \frac{\alpha-\mu_{1}-\imath \mu_{2}}{\alpha+\mu_{1}+\imath \mu_{2}}\right|+\frac{\left(\alpha-\mu_{1}^{2}\right)^{2}+\mu_{2}^{2}}{\left(\alpha+\mu_{1}^{2}\right)^{2}+\mu_{2}^{2}} \\
& =\frac{\left|4(\alpha-\tau \eta) \mu_{1}\right|+\left(\alpha-\mu_{1}\right)^{2}+\mu_{2}^{2}}{\left(\alpha+\mu_{1}\right)^{2}+\mu_{2}^{2}} \\
& <1,
\end{aligned}
$$

which holds if and only if

$$
\begin{equation*}
\left|(\alpha-\tau \eta) \mu_{1}\right|<\alpha \mu_{1} . \tag{3.8}
\end{equation*}
$$

Since matrix $A$ is positive definite, matrices $P$ and $Q$ are Hermitian positive definite and $x \notin \operatorname{null}\left(B^{*}\right)$, we know that $\mu_{1}>0, \eta>0$. Then the inequality (3.8) holds for any $\alpha>0$ if parameter $\tau$ yields

$$
\begin{equation*}
0<\tau<\frac{2 \alpha}{\eta} . \tag{3.9}
\end{equation*}
$$

Let $z=P^{1 / 2} x$, the function $\eta$ defined in (3.2) yields

$$
\begin{align*}
\eta & \leq \max _{z \in \mathbb{C}^{n}} \frac{z^{*} P^{-\frac{1}{2}} B Q^{-1} B^{*} P^{-\frac{1}{2}} z}{z^{*} z} \\
& =\lambda_{\max }\left(\left(P^{-\frac{1}{2}} B Q^{-\frac{1}{2}}\right)\left(Q^{-\frac{1}{2}} B^{*} P^{-\frac{1}{2}}\right)\right) \\
& =\lambda_{\max }\left(\left(Q^{-\frac{1}{2}} B^{*} P^{-\frac{1}{2}}\right)\left(P^{-\frac{1}{2}} B Q^{-\frac{1}{2}}\right)\right) \\
& =\lambda_{\max }\left(Q^{-1} B^{*} P^{-1} B\right) . \tag{3.10}
\end{align*}
$$

In the above equality, we have used the conclusion that the nonzero eigenvalues of matrices $E E^{*}$ and $E^{*} E$ are the same for any square matrix $E$. Finally, we complete the proof by combining (3.10) with (3.9).

Using Theorem 3.1, the following convergence result for a special case of the UPSS iteration method can be easily obtained.

Corollary 3.1. Let $A \in \mathbb{C}^{n \times n}$ be non-Hermitian positive definite and $B \in \mathbb{C}^{n \times m}$ be of full column rank. Matrices $P \in \mathbb{C}^{n \times n}$ and $Q \in \mathbb{C}^{m \times m}$ are Hermitian positive definite approximations of $A$ and the Schur complement matrix $B^{*} A^{-1} B$, respectively. When $\alpha=\tau$, the UPSS iteration scheme (2.3) is convergent if

$$
\begin{equation*}
\lambda_{\max }\left(Q^{-1} B^{*} P^{-1} B\right)<2 . \tag{3.11}
\end{equation*}
$$

From the above corollary, we see that the convergence condition (3.11) is simple and easy to be satisfied. Particularly, when we choose $Q=B^{*} P^{-1} B$ and $\alpha=\tau$, the UPSS iteration method is convergent.

## 4. Preconditioning Properties

Since the UPSS method can be induced from the matrix splitting $\mathscr{A}=\mathscr{M}(\alpha, \tau)-$ $\mathscr{N}(\alpha, \tau)$, the matrix $\mathscr{M}(\alpha, \tau)$ defined in (2.4) can be viewed as a preconditioner for the coefficient matrix $\mathscr{A}$. We name it as UPSS preconditioner. Hence, the UPSS preconditioner can be employed to accelerate the convergence rate of the Krylov subspace iteration methods used for solving saddle-point problems (1.1).

The following spectral properties of the preconditioned matrix $\mathscr{M}(\alpha, \tau)^{-1} \mathscr{A}$ partially reflect the preconditioning effect of the preconditioner $\mathscr{M}(\alpha, \tau)$.

Theorem 4.1. Let $A$ be non-Hermitian positive definite and $B$ be of full column rank. Matrices $P \in \mathbb{C}^{n \times n}$ and $Q \in \mathbb{C}^{m \times m}$ are Hermitian positive definite approximations of $A$ and the Schur complement $B^{*} A^{-1} B$, respectively. When the parameters $\alpha, \tau>0$ close to zero, the eigenvalues of the preconditioned matrix $\mathscr{M}(\alpha, \tau)^{-1} \mathscr{A}$ cluster near the points $(0,0)$ and $(2,0)$.

Proof. Let $\mu$ be an eigenvalue of the preconditioned matrix $\mathscr{M}(\alpha, \tau)^{-1} \mathscr{A}$. Then $\lambda=$ $1-\mu$ must be an eigenvalue of the iteration matrix $\mathscr{T}(\alpha, \tau)$.

From (3.3), we have

$$
\begin{equation*}
\lambda_{ \pm}=\frac{\alpha-\tau \eta \pm \sqrt{(\alpha-\tau \eta)^{2}-\left(\alpha+\mu_{1}+\imath \mu_{2}\right)\left(\alpha-\mu_{1}-\imath \mu_{2}\right)}}{\alpha+\mu_{1}+\imath \mu_{2}} \tag{4.1}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\mu_{ \pm}=1-\lambda_{ \pm}=\frac{\tau \eta+\mu_{1}+\imath \mu_{2} \pm \sqrt{(\alpha-\tau \eta)^{2}-\left(\alpha+\mu_{1}+\imath \mu_{2}\right)\left(\alpha-\mu_{1}-\imath \mu_{2}\right)}}{\alpha+\mu_{1}+\imath \mu_{2}} . \tag{4.2}
\end{equation*}
$$

Simple calculation gives

$$
\lim _{\alpha \rightarrow 0, \tau \rightarrow 0} \mu_{+}=2, \quad \lim _{\alpha \rightarrow 0, \tau \rightarrow 0} \mu_{-}=0 .
$$

Hence, the proof of this theorem is completed.

Remark 4.1. As is known, if the preconditioned matrix has only a few distinct eigenvalue clusters and the eigenvalues are away from the origin, the degree of the minimal polynomial of the preconditioned matrix is low. This makes the preconditioned Krylov subspace iteration method converges quickly, as the iteration steps of the preconditioned Krylov subspace methods will not exceed the degree of the minimal polynomial of the preconditioned matrix [2,26]. Under this consideration, the smallest parameters are not the optimal ones although we can derive two separated eigenvalue clusters, because the leftmost eigenvalues are too close to zero when the parameters $\alpha, \tau>0$ are very small. This can be seen from the numerical results presented in Section 5.

## 5. Numerical Experiments

In this section, we use an example to test the feasibility and efficiency of the UPSS iteration method proposed in this work. Moreover, the preconditioning effect of the UPSS preconditioner $\mathscr{M}(\alpha, \tau)$ used for accelerating the convergence rate of GMRES method is also tested.

Consider the non-Hermitian saddle-point matrix $\mathscr{A}$ defined in (1.1) whose sub-blocks have the form of

$$
A=\left(\begin{array}{cc}
I_{l} \otimes T_{x}+T_{y} \otimes I_{l} & 0 \\
0 & I_{l} \otimes T_{x}+T_{y} \otimes I_{l}
\end{array}\right) \in \mathbb{R}^{2 l^{2} \times 2 l^{2}}
$$

and

$$
B=\binom{I_{l} \otimes F}{F \otimes I_{l}} \in \mathbb{R}^{2 l^{2} \times l^{2}},
$$

where

$$
T_{x}=T_{y}=\frac{1}{h^{2}} \operatorname{tridiag}(-1-r, 2,-1+r) \in \mathbb{R}^{l \times l}, \quad F=\frac{1}{h} \operatorname{tridiag}(-1,1,0) \in \mathbb{R}^{l \times l} .
$$

Here, $\otimes$ denotes the Kronecker product and $r=q h / 2$ is the mesh Reynolds number. The difference between this saddle-point matrix and the matrix described in Example 5.1 of Ref. [10] is that the sub-matrix $A$ in this example is nonsymmtric. Here, $T_{x}$ and $T_{y}$ are obtained when the five-point centered finite difference discretization is applied to the twodimensional convection-diffusion equation

$$
-\left(u_{x x}+u_{y y}\right)+q\left(u_{x}+u_{y}\right)=f(x, y)
$$

on the unit square $\Omega=[0,1] \times[0,1]$, with Dirichlet boundary condition and constant coefficient $q$. For the discretization, an equidistant step-size $h=1 /(l+1)$ in each coordinate direction is used and the natural ordering was employed to the unknowns, which is analogue to the three-dimensional case presented in [8]. In this example, we have $n=2 l^{2}$ and $m=l^{2}$, so the total number of unknowns is $n+m=3 l^{2}$. In actual computations, we choose the right-hand-side vector $b \in \mathbb{R}^{n+m}$ such that its exact solution of linear system is $x_{*}=(1,1, \cdots, 1) \in \mathbb{R}^{n+m}$.

We compare the numerical results of the UPSS iteration scheme with those of the MLHSS [22], Uzawa-HSS [30] and Uzawa-PSS [18] methods. We should note that the PSS appeared in Uzawa-PSS is the abbreviation of positive definite and skew-Hermitian splitting, which is different with the abbreviation PSS appeared in the UPSS method. The iteration scheme of the MLHSS method is

$$
\left\{\begin{array}{l}
u_{k+1}=u_{k}+\left(Q_{1}+H\right)^{-1}\left(f-A u_{k}-B v_{k}\right),  \tag{5.1}\\
v_{k+1}=v_{k}+Q_{2}^{-1}\left(B^{*} u_{k+1}-g\right),
\end{array}\right.
$$

where $H=(1 / 2)\left(A+A^{*}\right)$ is the Hermitian part of matrix $A, Q_{1} \in \mathbb{R}^{n \times n}$ and $Q_{2} \in \mathbb{R}^{m \times m}$ are Hermitian positive definite matrices. Now, splitting matrix $A$ into its positive definite and skew-Hermitian parts as $A=A_{P}+A_{S}$, then the iteration scheme of the Uzawa-PSS method can be defined as

$$
\left\{\begin{array}{l}
u_{k+1}=u_{k}+2 \alpha\left(\alpha I+A_{S}\right)^{-1}\left(\alpha I+A_{P}\right)^{-1}\left(f-A u_{k}-B v_{k}\right),  \tag{5.2}\\
v_{k+1}=v_{k}+\tau Q^{-1}\left(B^{*} u_{k+1}-g\right),
\end{array}\right.
$$

where $A_{P}=D_{H}+2 L_{H}, A_{S}=L_{H}^{*}-L_{H}+S$, with $D_{H}$ and $L_{H}$ being the diagonal part and strictly lower triangular part of $H$.

In the implementation, we choose $Q_{1}=\alpha I$ and $Q_{2}=(1 / \tau) Q$ in the MLHSS method. For the preconditioning matrices $P$ and $Q$ of the tested methods, we choose $P=H$ and $Q=B^{*} P^{-1} B$ or $Q=\operatorname{diag}\left(B^{*} D^{-1} B\right)$, where $D=\operatorname{diag}(A)$. In addition, all the involved
sub-linear systems are solved by Cholesky or LU factorization in combination with an approximate minimum degree (AMD) reordering, which can make a big reduction of CPU time. Particularly, when solving the sub-linear system with coefficient matrix $Q=B^{*} P^{-1} B$, we use the conjugate gradient (CG) method combined with the AMD reordering. The inner iteration is terminated when the relative residual satisfies

$$
\text { res }=\frac{\left\|r_{k}\right\|}{\left\|r_{0}\right\|}<\text { intol }=10^{-3} .
$$

The detailed implementation of the CG method for $B^{*} P^{-1} B x=b$ can be described as follows:

```
Pseudocode of \(\operatorname{CG}(P, B, b\), intol \()\) for the linear system \(B^{*} P^{-1} B x=b\)
    1. compute \(r_{0}=b, p_{0}=r_{0}\). Set \(x=0\).
    2. For \(j=0,1, \cdots\), until convergence, i.e., res \(<\) intol, Do:
    3. \(r_{1}=B p_{j}\)
    4. solve \(P q_{1}=r_{1}\) by using Cholesky factorization with AMD reordering
    5. \(q_{j}=B^{T} q_{1}\)
    6. \(\alpha_{j}=\left(r_{j}, r_{j}\right) /\left(q_{j}, p_{j}\right)\)
    7. \(x_{j+1}=x_{j}+\alpha_{j} p_{j}\)
    8. \(r_{j+1}=r_{j}-\alpha_{j} q_{j}\)
    9. res \(=\left\|r_{j+1}\right\| /\left\|r_{0}\right\|\)
    10. \(\beta_{j}=\left(r_{j+1}, r_{j+1}\right) /\left(r_{j}, r_{j}\right)\)
    11. \(p_{j+1}=r_{j+1}+\beta_{j} p_{j}\)
    12. EndDo
```

All the tested iteration methods and preconditioned GMRES methods are started from zero vector and terminated once the current iteration solution $x_{k}$ satisfies

$$
\begin{equation*}
\operatorname{RES}=\frac{\left\|b-\mathscr{A} x_{k}\right\|}{\|b\|}<10^{-6}, \tag{5.3}
\end{equation*}
$$

or the iteration steps exceed $k_{\max }=1500$. In addition, all the computations are implemented in MATLAB [version 7.14.0.739 (R2012a)] in double precision on a personal computer with 3.20GHZ central processing unit [Intel(R) Core(TM) i5-3470] and 8.00GB memory.

Using experimentally found optimal parameters (denoted as $\alpha_{\text {exp }}$ and $\tau_{\text {exp }}$ ) in the interval $(0,2000]$, we present the numerical results including numbers of iteration count (denoted as IT), elapsed CPU times in seconds (denoted as CPU) and relative residuals (denoted as RES) of the iteration methods and the preconditioned GMRES methods.

In Tables 1-4, we list the numerical results of the four tested iteration methods with two choices of the preconditioning matrix $Q$. The sign " - " in Tables 3 and 4 is used to denote that the methods do not converge within $k_{\max }=1500$ iteration steps. When we choose $P=H$ and appropriate parameter $\alpha$, the preconditioner $(1 / 2)(\alpha H+A)$ seems to be more close to

Table 1: Numerical results of the iteration methods with $Q=B^{*} P^{-1} B$ for the case $q=1$.

|  | Method | $\alpha_{\exp }$ | $\tau_{\exp }$ | IT | CPU | RES |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l=16$ | UPSS | 0.89 | 0.89 | 10 | 0.0156 | $9.3177 \mathrm{e}-07$ |
|  | MLHSS | 0.11 | 0.79 | 13 | 0.0312 | $8.5462 \mathrm{e}-07$ |
|  | Uzawa-HSS | 188 | 0.10 | 122 | 0.5616 | $9.9853 \mathrm{e}-07$ |
|  | Uzawa-PSS | 184 | 0.10 | 180 | 0.2808 | $9.9785 \mathrm{e}-07$ |
| $l=32$ | UPSS | 0.95 | 0.95 | 8 | 0.0468 | $9.9725 \mathrm{e}-07$ |
|  | MLHSS | 0.01 | 0.81 | 12 | 0.0468 | $9.7715 \mathrm{e}-07$ |
|  | Uzawa-HSS | 234 | 0.04 | 272 | 1.3884 | $9.9938 \mathrm{e}-07$ |
|  | Uzawa-PSS | 421 | 0.07 | 335 | 2.6676 | $9.9678 \mathrm{e}-07$ |
|  | UPSS | 0.94 | 0.94 | 8 | 0.2496 | $8.5329 \mathrm{e}-07$ |
|  | MLHSS | 0.05 | 0.74 | 12 | 0.3744 | $9.9332 \mathrm{e}-07$ |
|  | Uzawa-HSS | 309 | 0.02 | 708 | 21.5281 | $9.7968 \mathrm{e}-07$ |
|  | Uzawa-PSS | 1841 | 0.06 | 872 | 52.5723 | $9.9244 \mathrm{e}-07$ |

Table 2: Numerical results of the iteration methods with $Q=B^{*} P^{-1} B$ for the case $q=10$.

|  | Method | $\alpha_{\text {exp }}$ | $\tau_{\text {exp }}$ | IT | CPU | RES |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l=16$ | UPSS | 1.51 | 1.42 | 35 | 0.0468 | 9.8463e-07 |
|  | MLHSS | 63.79 | 0.66 | 93 | 0.1248 | $9.9983 \mathrm{e}-07$ |
|  | Uzawa-HSS | 299 | 0.38 | 181 | 0.2652 | $9.7256 \mathrm{e}-07$ |
|  | Uzawa-PSS | 185 | 0.23 | 255 | 0.4056 | $9.8738 \mathrm{e}-07$ |
| $l=32$ | UPSS | 0.96 | 0.91 | 39 | 0.1872 | 8.2485e-07 |
|  | MLHSS | 63.89 | 0.61 | 90 | 0.4212 | 9.9954e-07 |
|  | Uzawa-HSS | 450 | 0.15 | 324 | 1.6848 | $9.9968 \mathrm{e}-07$ |
|  | Uzawa-PSS | 447 | 0.12 | 494 | 3.9624 | $9.9879 \mathrm{e}-07$ |
| $l=64$ | UPSS | 1.51 | 1.51 | 30 | 0.9048 | 9.9337e-07 |
|  | MLHSS | 63.56 | 0.59 | 84 | 2.5116 | $9.9958 \mathrm{e}-07$ |
|  | Uzawa-HSS | 303 | 0.02 | 1244 | 58.6563 | $9.9468 \mathrm{e}-07$ |
|  | Uzawa-PSS | 1501 | 0.10 | 867 | 54.1947 | $9.9742 \mathrm{e}-07$ |

the matrix $A$ than the other three preconditioners, i.e., $\alpha I+H,(1 / 2 \alpha)(\alpha I+H)(\alpha I+S)$ and $(1 / 2 \alpha)\left(\alpha I+A_{p}\right)\left(\alpha I+A_{S}\right)$. Now, solving the inner linear system by using Cholesky or LU factorization in combination with AMD reordering, the workload in each step of the UPSS method is almost the same as the MLHSS method and much more less than the Uzawa-HSS and the Uzawa-PSS method. Hence, we may expect that the IT and the CPU of the UPSS iteration method are less than those of the other three methods. Actually, from any of the four tables, we can see that the UPSS method is really the most efficient one, which always costs the least IT and CPU for different matrix $Q$ and parameter $q$. Moreover, from the numerical results, we can also see that the IT of the UPSS iteration method is not sensitive

Table 3: Numerical results of the iteration methods with $Q=\operatorname{diag}\left(B^{*} D^{-1} B\right)$ for the case $q=1$.

|  | Method | $\alpha_{\exp }$ | $\tau_{\exp }$ | IT | CPU | RES |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $l=16$ | UPSS | 3.01 | 1.89 | 42 | 0.0156 | $9.9684 \mathrm{e}-07$ |
|  | MLHSS | 0.34 | 1.38 | 87 | 0.0312 | $9.9994 \mathrm{e}-07$ |
| $l=32$ | Uzawa-HSS | 688 | 0.53 | 169 | 0.0312 | $9.8404 \mathrm{e}-07$ |
|  | Uzawa-PSS | 467 | 0.68 | 131 | 0.0156 | $9.9288 \mathrm{e}-07$ |
| $l=64$ | UPSS | 3.53 | 2.91 | 50 | 0.0156 | $9.3390 \mathrm{e}-07$ |
|  | MLHSS | 157 | 1.52 | 126 | 0.0624 | $9.9306 \mathrm{e}-07$ |
|  | Uzawa-HSS | 845 | 0.21 | 878 | 0.5616 | $9.9933 \mathrm{e}-07$ |
|  | Uzawa-PSS | 1089 | 0.44 | 429 | 0.1872 | $9.9472 \mathrm{e}-07$ |
|  | UPSS | 4.17 | 4.59 | 60 | 0.1092 | $9.1818 \mathrm{e}-07$ |
|  | MLHSS | 154 | 1.48 | 251 | 0.7644 | $9.9941 \mathrm{e}-07$ |
|  | Uzawa-HSS | - | - | - | - | - |
|  | Uzawa-PSS | - | - | - | - | - |

Table 4: Numerical results of the iteration methods with $Q=\operatorname{diag}\left(B^{*} D^{-1} B\right)$ for the case $q=10$.

|  | Method | $\alpha_{\exp }$ | $\tau_{\exp }$ | IT | CPU | RES |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l=16$ | UPSS | 2.91 | 1.84 | 48 | 0.0156 | $9.8048 \mathrm{e}-07$ |
|  | MLHSS | 114 | 1.30 | 61 | 0.0312 | $9.9134 \mathrm{e}-07$ |
| $l=32$ | Uzawa-HSS | 659 | 0.54 | 169 | 0.0312 | $9.9951 \mathrm{e}-07$ |
|  | Uzawa-PSS | 468 | 0.73 | 133 | 0.0156 | $9.6018 \mathrm{e}-07$ |
|  | UPSS | 3.69 | 2.77 | 54 | 0.0312 | $9.2546 \mathrm{e}-07$ |
|  | MLHSS | 155 | 1.54 | 126 | 0.0624 | $9.9835 \mathrm{e}-07$ |
|  | Uzawa-HSS | 790 | 0.31 | 614 | 0.3588 | $9.9991 \mathrm{e}-07$ |
|  | Uzawa-PSS | 1089 | 0.46 | 413 | 0.1716 | $9.9322 \mathrm{e}-07$ |
|  | UPSS | 4.21 | 4.53 | 64 | 0.1248 | $9.4761 \mathrm{e}-07$ |
|  | MLHSS | 151 | 1.49 | 252 | 0.6396 | $9.9842 \mathrm{e}-07$ |
|  | Uzawa-HSS | - | - | - | - | - |
|  | Uzawa-PSS | - | - | - | - | - |

to the size of the coefficient matrices.
Comparing the numerical results of Tables 1 and 2 with those of Tables 3 and 4, we see that the ITs of the four methods for the case $Q=B^{*} P^{-1} B$ are obviously less than the case $Q=\operatorname{diag}\left(B^{*} D^{-1} B\right)$. However, the costed CPU times are reversed. The reason is that $B^{*} P^{-1} B$ is a better approximation of the Schur complement matrix $B^{*} A^{-1} B$, but as the coefficient matrices of an inner linear system, it is more difficult to be solved than the matrix $\operatorname{diag}\left(B^{*} D^{-1} B\right)$.

To test the preconditioning effect of the UPSS preconditioner, the numerical results of the UPSS preconditioned GMRES method, the MLHSS preconditioned GMRES method and

Table 5: Numerical results of the preconditioned GMRES methods with $Q=B^{*} P^{-1} B$.

|  |  |  | Preconditioner | $\alpha_{\exp }$ | $\tau_{\exp }$ | IT | CPU |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $q=1$ | $l=16$ | UPSS | 0.55 | 1.10 | 7 | 0.0199 | $9.2289 \mathrm{e}-07$ |
|  |  | MLHSS | 0.19 | 0.37 | 10 | 0.0252 | $9.8162 \mathrm{e}-07$ |
|  |  | Null | - | - | 120 | 0.1214 | $9.8771 \mathrm{e}-07$ |
|  |  | $l=32$ | UPSS | 0.47 | 0.94 | 7 | 0.0704 |
| $9.4602 \mathrm{e}-07$ |  |  |  |  |  |  |  |
|  |  | MLHSS | 0.15 | 0.31 | 10 | 0.0876 | $9.8503 \mathrm{e}-07$ |
|  |  | Null | - | - | 264 | 2.1791 | $9.7325 \mathrm{e}-07$ |
|  |  |  | UPSS | 0.37 | 0.74 | 7 | 0.3557 |
| 90 |  | MLHSS | 0.01 | 0.91 | 9 | 0.4544 | $9.6198 \mathrm{e}-07$ |
|  |  | Null | - | - | 572 | 20.6641 | $9.9188 \mathrm{e}-07$ |
|  |  |  | UPSS | 0.51 | 1.02 | 16 | 0.0370 |
| $8.7313 \mathrm{e}-07$ |  |  |  |  |  |  |  |
|  |  | MLHSS | 0.01 | 0.90 | 28 | 0.0638 | $9.6553 \mathrm{e}-07$ |
|  |  | Null | - | - | 197 | 0.3140 | $9.3602 \mathrm{e}-07$ |
|  |  | UPSS | 0.52 | 1.04 | 16 | 0.1347 | $9.1791 \mathrm{e}-07$ |
|  |  | MLHSS | 0.19 | 0.90 | 28 | 0.2261 | $9.9927 \mathrm{e}-07$ |
|  |  | Null | - | - | 402 | 4.8989 | $9.1149 \mathrm{e}-07$ |
|  |  | UPSS | 0.48 | 0.96 | 16 | 0.6861 | $9.2087 \mathrm{e}-07$ |
|  |  | MLHSS | 0.05 | 0.84 | 28 | 1.1914 | $9.9993 \mathrm{e}-07$ |
|  |  | Null | - | - | 804 | 39.8965 | $9.8169 \mathrm{e}-07$ |

the GMRES method without preconditioning are compared in Tables 5 and 6 . Here, the MLHSS preconditioner is of the form

$$
\mathscr{P}_{\mathrm{MLHSS}}=\left(\begin{array}{cc}
\alpha I+H & 0 \\
-B^{*} & \frac{1}{\tau} Q
\end{array}\right)
$$

In the tables, we denote the GMRES method without preconditioning by "Null". From the results in Tables 5 and 6, we can observe that the UPSS preconditioned GMRES method outperforms both the GMRES and the MLHSS preconditioned GMRES methods for different choices of the preconditioning matrices $Q$. This is because when we choose $P=H$ and appropriate parameter $\alpha$, the UPSS preconditioner $\mathscr{M}(\alpha, \tau)$ is more close to the coefficient matrix $\mathscr{A}$ than the MLHSS preconditioner $\mathscr{P}_{\text {MLHSS }}$, but the computations of the two methods in each step are almost the same. Moreover, we can see that both the UPSS preconditioned and MLHSS preconditoned GMRES methods are not sensitive to the size of the saddle-point matrices, i.e., the two methods cost nearly the same ITs for different problem sizes.

In order to verify the theoretical results in Theorem 4.1, we figure out the eigenvalue distributions of the UPSS preconditioned matrices with $Q=\operatorname{diag}\left(B^{*} D^{-1} B\right)$ and $\alpha=\tau$ in Fig. 1. We choose the parameters $\alpha=\tau=1,0.1,0.01$ and 0.001 , respectively. In this figure, we see that, with the decreasing of iteration parameters $\alpha$ and $\tau$, the eigenvalues of the UPSS preconditioned matrices cluster gradually to the points $(0,0)$ and $(2,0)$, which is

Table 6: Numerical results of the preconditioned GMRES methods with $Q=\operatorname{diag}\left(B^{*} D^{-1} B\right)$.

|  |  | Preconditioner | $\alpha_{\text {exp }}$ | $\tau_{\text {exp }}$ | IT | CPU | RES |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q=1$ | $l=16$ | UPSS | 1.00 | 0.75 | 12 | 0.0105 | 9.5648e-07 |
|  |  | MLHSS | 0.32 | 0.68 | 15 | 0.0122 | $9.9929 \mathrm{e}-07$ |
|  |  | Null | - | - | 120 | 0.1214 | 9.8771e-07 |
|  | $l=32$ | UPSS | 0.99 | 0.61 | 15 | 0.0374 | $9.9673 \mathrm{e}-07$ |
|  |  | MLHSS | 0.36 | 0.63 | 17 | 0.0412 | $9.9828 \mathrm{e}-07$ |
|  |  | Null | - | - | 264 | 2.1791 | $9.7325 \mathrm{e}-07$ |
|  | $l=64$ | UPSS | 1.01 | 0.77 | 15 | 0.1103 | $9.2157 \mathrm{e}-07$ |
|  |  | MLHSS | 0.06 | 0.62 | 17 | 0.1234 | $9.1759 \mathrm{e}-07$ |
|  |  | Null | - | - | 572 | 20.6641 | $9.9188 \mathrm{e}-07$ |
| $q=10$ | $l=16$ | UPSS | 0.95 | 0.45 | 32 | 0.0228 | $9.9935 \mathrm{e}-07$ |
|  |  | MLHSS | 0.06 | 0.63 | 40 | 0.0303 | $9.6419 \mathrm{e}-07$ |
|  |  | Null | - | - | 197 | 0.3140 | $9.3602 \mathrm{e}-07$ |
|  | $l=32$ | UPSS | 0.96 | 0.46 | 34 | 0.0795 | $9.9500 \mathrm{e}-07$ |
|  |  | MLHSS | 0.08 | 0.62 | 43 | 0.1121 | $9.8589 \mathrm{e}-07$ |
|  |  | Null | - | - | 402 | 4.8989 | $9.1149 \mathrm{e}-07$ |
|  | $l=64$ | UPSS | 0.97 | 0.48 | 36 | 0.2241 | $9.9467 \mathrm{e}-07$ |
|  |  | MLHSS | 0.13 | 0.64 | 47 | 0.3432 | $9.9875 \mathrm{e}-07$ |
|  |  | Null | - | - | 804 | 39.8965 | $9.8169 \mathrm{e}-07$ |

in accordance with the theoretical results in Theorem 4.1.

## 6. Conclusion

In this work, we proposed a UPSS iteration scheme to solve the non-Hermitian saddlepoint problems (1.1). Compared with some similar Uzawa-type iteration methods, this new method has more simple convergence conditions, which are easy to be satisfied. In addition, using this method as a preconditioner to accelerate the convergence rate of the Krylov subspace method, we analyzed the spectral properties of the UPSS preconditioned saddle-point matrix. Numerical results were presented to verify the feasibility and the efficiency of the new iteration scheme and the corresponding preconditioner.

However, the efficiencies of the UPSS and many other existing iteration methods depend on the choices of the iteration parameters. How to find easy calculated parameters is a tough work for the implementation of the algorithm and should be further studied in the future.
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