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#### Abstract

We consider backward errors for an eigenproblem of a class of symmetric generalised centrosymmetric matrices and skew-symmetric generalised skew-centrosymmetric matrices, which are extensions of symmetric centrosymmetric and skew-symmetric skew-centrosymmetric matrices. Explicit formulae are presented for the computable backward errors for approximate eigenpairs of these two kinds of structured matrices. Numerical examples illustrate our results.
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## 1. Introduction

It is well-known that backward errors are very important for assessing the stability and quality of numerical algorithms. In this article, we consider backward errors for an eigenproblem of a special class of symmetric generalised centrosymmetric matrices and skew-symmetric generalised skew-centrosymmetric matrices, with practical applications. For example, a small perturbation method and backward errors for an eigenproblem were key techniques for a nonlinear component level model, and a state variables linear model of a turbofan engine - cf. [16-18].

Let $\mathscr{C}$ and $\mathscr{C}^{m \times n}$ denote the set of complex numbers and $m \times n$ complex matrices, respectively. (We will abbreviate $\mathscr{C}^{m \times 1}$ as $\mathscr{C}^{m}$.) The conjugate, transpose, conjugate transpose and Moore-Penrose generalised inverse of a matrix $A$ are denoted by $\bar{A}, A^{T}, A^{*}$ and $A^{+}$, respectively. The identity matrix of order $n$ is denoted by $I_{n}$; the matrix norm adopted is

[^0]the Frobenius norm defined by $\|A\|_{F}=\sqrt{\operatorname{tr}\left(A^{*} A\right)}$; and $P_{A}$ and $P_{A}^{\perp}$ denote the orthogonal projection onto $\mathscr{R}(A)$ and the projection complementary to $P_{A}$, respectively. We also write $\mathscr{O} \mathscr{C}^{m \times m}=\left\{A \in \mathscr{C}^{m \times m} \mid A^{T} A=A A^{T}=I_{m}\right\}$.
Definition 1.1 (cf. Ref. [1]). Let $A, B \in \mathscr{C}^{k \times k}, \mu, v \in \mathscr{C}^{k}, \beta \in C$ and assume $P \in \mathscr{C}^{k \times k}$ is nonsingular. Then the block matrices
\[

$$
\begin{aligned}
& \mathscr{A}_{2 k}=\left(\begin{array}{cc}
A & B P \\
P^{-1} B & P^{-1} A P
\end{array}\right) \\
& \mathscr{A}_{2 k+1}=\left(\begin{array}{ccc}
A & \mu & B P \\
v^{T} & \beta & v^{T} P \\
P^{-1} B & P^{-1} \mu & P^{-1} A P
\end{array}\right)(k \geq 0)
\end{aligned}
$$
\]

are called $2 k, 2 k+1$ step generalised centrosymmetric matrices and denoted by $\mathscr{G} \mathscr{C}{ }^{2 k \times 2 k}$ and $\mathscr{G} \mathscr{C}(2 k+1) \times(2 k+1)$, respectively. Similarly,

$$
\begin{array}{ll}
\mathscr{B}_{2 k}=\left(\begin{array}{cc}
A & B P \\
-P^{-1} B & -P^{-1} A P
\end{array}\right) & (k \geq 1), \\
\mathscr{B}_{2 k+1}=\left(\begin{array}{ccc}
A & \mu & B P \\
-v^{T} & \beta & v^{T} P \\
-P^{-1} B & -P^{-1} \mu & -P^{-1} A P
\end{array}\right) & (k \geq 0),
\end{array}
$$

are called $2 k, 2 k+1$ step generalised skew-centrosymmetric matrices and denoted by $\mathscr{G} \tilde{\mathscr{C}}^{2 k \times 2 k}$ and $\mathscr{G} \tilde{\mathscr{C}}^{(2 k+1) \times(2 k+1)}$, respectively.
Definition 1.2 (cf. Ref. [6]). We define $\mathscr{S} \mathscr{G} \mathscr{C}^{m \times m}=\left\{A \in \mathscr{G} \mathscr{C}^{m \times m} \mid A=A^{T}\right\}$ and $\tilde{\mathscr{S}} \mathscr{G} \tilde{\mathscr{C}}^{m \times m}$ $=\left\{A \in \mathscr{G} \tilde{\mathscr{C}}^{m \times m} \mid A=-A^{T}\right\}$ - i.e. as the sets of symmetric generalised centrosymmetric matrices and skew-symmetric generalised skew-centrosymmetric matrices, respectively.

In Definition 1.1, $P$ is restricted to be orthogonal; and the corresponding classes of symmetric generalised centrosymmetric matrices and skew-symmetric generalised skewcentrosymmetric matrices are denoted by $\mathscr{K}_{1}$ and $\mathscr{K}_{2}$, respectively. These classes of symmetric generalised centrosymmetric matrices and skew-symmetric generalised skew-centrosymmetric matrices have practical applications in aerostatics, information theory, linear system theory, and linear estimate theory [1-6]. We can obtain the block forms of $\mathscr{K}_{1}$ and $\mathscr{K}_{2}$ as follows (for a proof see Lemmas 2.3 and 2.6 below):
for $2 k(k \geq 1)$,

$$
\mathscr{K}_{1}=\left\{\left(\begin{array}{cc}
A_{1} & B P_{0} \\
P_{0}^{-1} B & P_{0}^{-1} A_{1} P_{0}
\end{array}\right)\right\}, \quad \mathscr{K}_{2}=\left\{\left(\begin{array}{cc}
A_{2} & B P_{0} \\
-P_{0}^{-1} B & -P_{0}^{-1} A_{2} P_{0}
\end{array}\right)\right\}
$$

for $2 k+1(k \geq 0)$,

$$
\mathscr{K}_{1}=\left\{\left(\begin{array}{ccc}
A_{1} & \mu & B P_{0} \\
\mu^{T} & \beta & \mu^{T} P_{0} \\
P_{0}^{-1} B & P_{0}^{-1} \mu & P_{0}^{-1} A_{1} P_{0}
\end{array}\right)\right\}
$$

Backward Error Analysis for an Eigenproblem Involving Two Classes of Matrices

$$
\mathscr{K}_{2}=\left\{\left(\begin{array}{ccc}
A_{2} & \mu & B P_{0} \\
-\mu^{T} & 0 & \mu^{T} P_{0} \\
-P_{0}^{-1} B & -P_{0}^{-1} \mu & -P_{0}^{-1} A_{2} P_{0}
\end{array}\right)\right\}
$$

where $A_{1}, A_{2}, B, P_{0} \in \mathscr{C}^{k \times k}, \mu \in \mathscr{C}^{k}$ satisfy $A_{1}=A_{1}^{T}, A_{2}=-A_{2}^{T}, B=B^{T}, P_{0}^{T} P_{0}=I_{k}$.
Definition 1.3 (cf. Ref. [6]). If $e_{i}$ denotes the $i$-th column of the identity matrix, then $P_{0}=\left(e_{m}, e_{m-1}, \cdots, e_{1}\right)$ is called an m-step sub-identity matrix.

It is not difficult to see that $\mathscr{K}_{1}$ and $\mathscr{K}_{2}$ depend upon the orthogonal matrix $P_{0}$. If $P_{0}$ is a sub-identity matrix, then $\mathscr{K}_{1}$ and $\mathscr{K}_{2}$ reduce to the sets of well-known symmetric centrosymmetric matrices and skew-symmetric skew-centrosymmetric matrices, respectively. Throughout this article, we always assume that orthogonal matrix $P_{0}$ is fixed.

It is well known that structured eigenvalue problems occur in numerous applications - e.g. see [7-14]. A backward error of an approximate eigenpair $(x, \lambda)$ of a matrix $A$ is a measure of the smallest perturbation $E$ such that $(A+E) x=\lambda x$. This backward error can be used to determine if $(x, \lambda)$ solves a nearby problem, by comparing the backward error with the size of any uncertainties in the data matrix $A$. A natural definition of the norm-wise backward error of an eigenpair $(x, \lambda)$ is

$$
\begin{equation*}
\eta(x, \lambda)=\min \left\{\alpha^{-1}\|E\|_{F}:(A+E) x=\lambda x\right\}, \tag{1.1}
\end{equation*}
$$

where $\alpha$ is a positive parameter that allows freedom in the way the perturbations are measured.

Let $X_{k}=\left(x_{1}, x_{2}, \cdots, x_{k}\right), \Lambda_{k}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{k}\right)$, and $\left\{\left(x_{j}, \lambda_{j}\right), j=1, \cdots, k\right\}$ be the set of approximate eigenpairs. In order to measure the backward error, the following definition given in Ref. [9] is a natural generalisation of the definition (1.1):

$$
\eta\left(X_{k}, \Lambda_{k}\right)=\min \left\{\alpha^{-1}\|E\|_{F}:(A+E) X_{k}=X_{k} \Lambda_{k}\right\} .
$$

Another definition for the backward error of eigenproblems for structured matrices is as follows. Let $\mathscr{K}$ be the set of some classes of structured matrices, and let

$$
\eta_{\mathscr{H}}\left(X_{k}, \Lambda_{k}\right)=\min \left\{\alpha^{-1}\|E\|_{F}:(A+E) X_{k}=X_{k} \Lambda_{k}, A, A+E \in \mathscr{K}\right\} .
$$

However, when $\mathscr{K}=\mathscr{K}_{1}, \mathscr{K}_{2}$ the backward errors for eigenproblem of these structured matrices have never been considered yet. We consider this problem, and present an explicit formula for $\eta_{\mathscr{H}_{i}}\left(X_{k}, \Lambda_{k}\right), i=1,2$.

The remainder of this article is organised as follows. In Section 2, we present some useful lemmas to deduce our main results. In Section 3, computable backward errors $\eta_{\mathscr{H}_{i}}\left(X_{k}, \Lambda_{k}\right), i=1,2$ are derived. Finally, some examples and our concluding remarks are given in Section 4.

## 2. Some Lemmas

We now present some lemmas, to be used in our subsequent derivation of structured backward errors.

Lemma 2.1 (cf. Ref. [15]). Let $Y, B \in \mathscr{C}^{m \times n}$ be given and let

$$
\mathscr{L}=\left\{X \in \mathscr{C}^{m \times m}: X Y=B, X^{T}=X\right\}
$$

Then $\mathscr{L} \neq \emptyset$ if and only if $B P_{Y^{*}}=B$ and $P_{\bar{Y}} B Y^{+}=\left(P_{\bar{Y}} B Y^{+}\right)^{T}$; and if $\mathscr{L} \neq \emptyset$, then

$$
\begin{aligned}
& \mathscr{L}^{\prime}=\left\{B Y^{+}+\left(B Y^{+}\right)^{T} P_{Y}^{\perp}+P_{\bar{Y}}^{\perp} H P_{Y}^{\perp} \mid H=H^{T}\right\} \\
& \left\|X_{o p t}\right\|_{F}=\min _{X \in \mathscr{L}}\|X\|_{F}
\end{aligned}
$$

where $X_{o p t}=B Y^{+}+\left(B Y^{+}\right)^{T} P_{Y}^{\perp}$.
Lemma 2.2 (cf. Ref. [15]). Let $X, B \in \mathscr{C}^{m \times k}, Y, C \in \mathscr{C}^{n \times k}$ be given, and let

$$
S_{k}=\left\{A \in \mathscr{C}^{m \times n}: A Y=B, A^{T} X=C\right\}
$$

Then
(i) $S_{k} \neq \emptyset$ if and only if $B P_{Y^{*}}=B, C P_{X^{*}}=C$ and $C^{T} Y=X^{T} B$; and
(ii) if $S_{k} \neq \emptyset$, then

$$
\begin{aligned}
& S_{k}=\left\{B Y^{+}+\left(C X^{+}\right)^{T} P_{Y}^{\perp}+P_{\bar{X}}^{\perp} H P_{Y}^{\perp} \mid H \in \mathscr{C}^{m \times n}\right\} \\
& \left\|A_{o p t}\right\|_{F}=\min _{A \in S_{k}}\|A\|_{F}
\end{aligned}
$$

where $A_{o p t}=B Y^{+}+\left(C X^{+}\right)^{T} P_{Y}^{\perp}$.
Lemma 2.3. Let $\mathscr{K}_{1} \subseteq \mathscr{C}^{m \times m}$ be as given in Section 1, and let

$$
\begin{aligned}
\Phi= & \left\{\left(\begin{array}{cc}
C_{1} & D_{1} P_{0} \\
P_{0}^{-1} D_{1} & P_{0}^{-1} C_{1} P_{0}
\end{array}\right) \in \mathscr{C}^{2 k \times 2 k}, k \geq 1\right\} \\
& \cup\left\{\left(\begin{array}{ccc}
C_{1} & \mu & D_{1} P_{0} \\
\mu^{T} & \beta & \mu^{T} P_{0} \\
P_{0}^{-1} D_{1} & P_{0}^{-1} \mu & P_{0}^{-1} C_{1} P_{0}
\end{array}\right) \in \mathscr{C}^{(2 k+1) \times(2 k+1)}, k \geq 0\right\}
\end{aligned}
$$

Then $\mathscr{K}_{1}=\Phi$, where $C_{1}, D_{1} \in \mathscr{C}^{k \times k}, C_{1}=C_{1}^{T}, D_{1}=D_{1}^{T}, \mu \in \mathscr{C}^{k}$ and $\beta \in \mathscr{C}$.
Proof. Assuming that $A \in \mathscr{K}_{1}$, we have $A \in \mathscr{G} \mathscr{C}^{m \times m}$. Then from Definition 1.1, $A$ has the following block forms:
for $m=2 k(k \geq 1)$,

$$
A=\left(\begin{array}{cc}
C_{1} & D_{1} P_{0} \\
P_{0}^{-1} D_{1} & P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

and for $m=2 k+1(k \geq 0)$,

$$
A=\left(\begin{array}{ccc}
C_{1} & \mu & D_{1} P_{0} \\
v^{T} & \beta & v^{T} P_{0} \\
P_{0}^{-1} D_{1} & P_{0}^{-1} \mu & P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

where $C_{1}, D_{1} \in \mathscr{C}^{k \times k}, \mu, v \in \mathscr{C}^{k}, \beta \in \mathscr{C}$.
Now since $A=A^{T}$, we have

$$
\mu=v, \quad C_{1}=C_{1}^{T}, \quad D_{1}=D_{1}^{T}
$$

hence

$$
A \in \Phi
$$

and therefore

$$
\begin{equation*}
\mathscr{K}_{1} \subseteq \Phi \tag{2.1}
\end{equation*}
$$

Conversely, if $A \in \Phi$ it follows that

$$
A \in \mathscr{G} \mathscr{C}^{m \times m}
$$

and

$$
A=A^{T}
$$

hence

$$
A \in \mathscr{K}_{1}
$$

and therefore

$$
\begin{equation*}
\Phi \subseteq \mathscr{K}_{1} \tag{2.2}
\end{equation*}
$$

Consequently, from (2.1) and (2.2) we conclude that $\mathscr{K}_{1}=\Phi$.
Before we present the next lemma, let us introduce some notation - viz.

$$
\begin{aligned}
& Q=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
I_{k} & -P_{0} \\
I_{k} & P_{0}
\end{array}\right) \in \mathscr{C}^{2 k \times 2 k}(k \geq 1), \\
& \tilde{Q}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
I_{k} & 0 & -P_{0} \\
0^{T} & \sqrt{2} & 0^{T} \\
I_{k} & 0 & P_{0}
\end{array}\right) \in \mathscr{C}^{(2 k+1) \times(2 k+1)}(k \geq 0) ;
\end{aligned}
$$

and for any matrices $Y, B \in \mathscr{C}^{m \times n}$,

$$
\begin{align*}
& Q Y=\binom{Y_{1}}{Y_{2}}, \quad Q B=\binom{B_{1}}{B_{2}} \quad(m=2 k, k \geq 1)  \tag{2.3}\\
& \tilde{Q} Y=\binom{Y_{1}}{Y_{2}}, \quad \tilde{Q} B=\binom{B_{1}}{B_{2}} \quad(m=2 k+1, k \geq 0), \tag{2.4}
\end{align*}
$$

where $Y_{1}, B_{1} \in \mathscr{C}^{k \times n}$.

Lemma 2.4. Given $Y, B \in \mathscr{C}^{m \times n}$ and $Y_{1}, Y_{2}, B_{1}, B_{2}$ as in (2.3) and (2.4), for

$$
\begin{aligned}
& \mathscr{S}_{\mathscr{K}_{1}}=\left\{A \in \mathscr{K}_{1} \subseteq \mathscr{C}^{m \times m}: A Y=B\right\} \\
& \tilde{\mathscr{S}}_{\mathscr{K}_{1}}=\left\{A \in \mathscr{C}^{k \times k}: A Y_{1}=B_{1}, A^{T}=A\right\}, \\
& \mathscr{S}_{\mathscr{K}_{1}}^{\prime}=\left\{A \in \mathscr{C}^{(m-k) \times(m-k)}: A Y_{2}=B_{2}, A^{T}=A\right\},
\end{aligned}
$$

we have $\mathscr{S}_{\mathscr{K}_{1}} \neq \emptyset$ if and only if $\tilde{\mathscr{S}}_{\mathscr{K}_{1}} \neq \emptyset$ and $\mathscr{S}_{\mathscr{K}_{1}}^{\prime} \neq \emptyset$.
Proof. From Lemma 2.3, for any $A \in \mathscr{K}_{1}$, we have:
for $m=2 k(k \geq 1)$,

$$
A=\left(\begin{array}{cc}
C_{1} & D_{1} P_{0} \\
P_{0}^{-1} D_{1} & P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

and for $m=2 k+1(k \geq 0)$,

$$
A=\left(\begin{array}{ccc}
C_{1} & \mu & D_{1} P_{0} \\
\mu^{T} & \beta & \mu^{T} P_{0} \\
P_{0}^{-1} D_{1} & P_{0}^{-1} \mu & P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

where $C_{1}, D_{1} \in \mathscr{C}^{k \times k}, C_{1}=C_{1}^{T}, D_{1}=D_{1}^{T}, \mu \in \mathscr{C}^{k}, \beta \in \mathscr{C}$.
When $m=2 k(k \geq 1)$, let $G=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}I_{k} & I_{k} \\ -P_{0}^{-1} & P_{0}^{-1}\end{array}\right)$ such that

$$
G^{T}=G^{-1}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
I_{k} & -P_{0} \\
I_{k} & P_{0}
\end{array}\right)
$$

When $m=2 k+1(k \geq 0)$, let $\tilde{G}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}I_{k} & 0 & I_{k} \\ 0^{T} & \sqrt{2} & 0^{T} \\ -P_{0}^{-1} & 0 & P_{0}^{-1}\end{array}\right)$ such that

$$
\tilde{G}^{T}=\tilde{G}^{-1}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
I_{k} & 0 & -P_{0} \\
0^{T} & \sqrt{2} & 0^{T} \\
I_{k} & 0 & P_{0}
\end{array}\right)
$$

It follows that for $m=2 k$,

$$
G^{T} A G=\left(\begin{array}{cc}
C_{1}-D_{1} & O  \tag{2.5}\\
O & C_{1}+D_{1}
\end{array}\right)
$$

and for $m=2 k+1$,

$$
\tilde{G}^{T} A \tilde{G}=\left(\begin{array}{ccc}
C_{1}-D_{1} & 0 & O  \tag{2.6}\\
0^{T} & \beta & \sqrt{2} \mu^{T} \\
O & \sqrt{2} \mu & C_{1}+D_{1}
\end{array}\right) .
$$

Consequently, $A Y=B$ is equivalent to

$$
\begin{equation*}
G^{T} A G G^{T} Y=G^{T} B, \tilde{G}^{T} A \tilde{G} \tilde{G}^{T} Y=\tilde{G}^{T} B \tag{2.7}
\end{equation*}
$$

Let $G^{T} Y=\binom{Y_{1}}{Y_{2}}$ and $G^{T} B=\binom{B_{1}}{B_{2}}$ for $m=2 k$ and $\tilde{G}^{T} Y=\binom{Y_{1}}{Y_{2}}, \tilde{G}^{T} B=\binom{B_{1}}{B_{2}}$ for $m=2 k+1$, where $Y_{1}, B_{1} \in \mathscr{C}^{k \times n}$.

Now assume that $\mathscr{S}_{\mathscr{K}_{1}} \neq \emptyset$, and let $A_{0} \in \mathscr{S}_{\mathscr{K}_{1}}$. Since $A_{0} \in \mathscr{K}_{1}$, from Lemma 2.3

$$
\begin{aligned}
& A_{0}=\left(\begin{array}{cc}
C_{10} & D_{10} P_{0} \\
P_{0}^{-1} D_{10} & P_{0}^{-1} C_{10} P_{0}
\end{array}\right) \quad(m=2 k, k \geq 1), \\
& A_{0}=\left(\begin{array}{ccc}
C_{10} & \mu_{0} & D_{10} P_{0} \\
\mu_{0}^{T} & \beta_{0} & \mu_{0}^{T} P_{0} \\
P_{0}^{-1} D_{10} & P_{0}^{-1} \mu_{0} & P_{0}^{-1} C_{10} P_{0}
\end{array}\right) \quad(m=2 k+1, k \geq 0),
\end{aligned}
$$

where $C_{10}, D_{10} \in \mathscr{C}^{k \times k}, C_{10}=C_{10}^{T}, D_{10}=D_{10}^{T}, \mu_{0} \in \mathscr{C}^{k}, \beta_{0} \in \mathscr{C}$.
From (2.5)-(2.7), for $m=2 k(k \geq 1)$ we have $C_{10}-D_{10} \in \tilde{\mathscr{S}}_{\mathscr{K}_{1}}, C_{10}+D_{10} \in \mathscr{S}^{\prime} \mathscr{K}_{1}$; and for $m=2 k+1(k \geq 0)$, we have $C_{10}-D_{10} \in \tilde{\mathscr{S}}_{\mathscr{K}_{1}},\left(\begin{array}{cc}\beta_{0} & \sqrt{2} \mu_{0}^{T} \\ \sqrt{2} \mu_{0} & C_{10}+D_{10}\end{array}\right) \in \mathscr{S}_{\mathscr{K}_{1}}^{\prime}$. It follows that $\tilde{\mathscr{S}}_{\mathscr{K}_{1}} \neq \emptyset$ and $\mathscr{S}_{\mathscr{K}_{1}}^{\prime} \neq \emptyset$.

Conversely, suppose that $\tilde{\mathscr{S}}_{\mathscr{K}_{1}} \neq \emptyset$ and $\mathscr{S}_{\mathscr{K}_{1}}^{\prime} \neq \emptyset$, and also $H_{0} \in \tilde{\mathscr{S}}_{\mathscr{K}_{1}}$ and $Z_{0} \in \mathscr{S}^{\prime} \mathscr{K}_{1}$. Then for $m=2 k(k \geq 1)$, it is easy to verify that

$$
\tilde{A}_{0}=\left(\begin{array}{cc}
\frac{\left(H_{0}+Z_{0}\right)}{2} & \frac{\left(Z_{0}-H_{0}\right)}{2} P_{0} \\
P_{0}^{-1} \frac{\left(Z_{0}-H_{0}\right)}{2} & P_{0}^{-1} \frac{\left(H_{0}+Z_{0}\right)}{2} P_{0}
\end{array}\right) \in \mathscr{S}_{\mathscr{K}_{1}}
$$

For $m=2 k+1(k \geq 0)$, let $Z_{0}=\left(\begin{array}{cc}z & Z_{01}^{T} \\ Z_{01} & Z_{02}\end{array}\right)$, where $z \in \mathscr{C}, Z_{01} \in \mathscr{C}^{k}, Z_{02} \in \mathscr{C}^{k \times k}$ and $Z_{02}^{T}=Z_{02}$. It then follows that

$$
\tilde{A}_{0}=\left(\begin{array}{ccc}
\frac{\left(H_{0}+Z_{02}\right)}{2} & \frac{\sqrt{2}}{2} Z_{01} & \frac{\left(Z_{02}-H_{0}\right)}{2} P_{0} \\
\frac{\sqrt{2}}{2} Z_{01}^{T} & z & \frac{\sqrt{2}}{2} Z_{01}^{T} P_{0} \\
P_{0}^{-1} \frac{\left(Z_{02}-H_{0}\right)}{2} & \frac{\sqrt{2}}{2} P_{0}^{-1} Z_{01} & P_{0}^{-1} \frac{\left(H_{0}+Z_{02}\right)}{2} P_{0}
\end{array}\right) \in \mathscr{S}_{\mathscr{K}_{1}}
$$

Hence $\mathscr{S}_{\mathscr{K}_{1}} \neq \emptyset$, which implies the desired result.

Lemma 2.5. Let $\mathscr{S}_{\mathscr{K}_{1}}, Y_{i}, B_{i}$ be given as in Lemma 2.4. Then $\mathscr{S}_{\mathscr{K}_{1}} \neq \emptyset$ if and only if $B_{i} P_{Y_{i}^{*}}=B_{i}$ and $P_{\bar{Y}_{i}} B_{i} Y_{i}^{+}=\left(P_{\bar{Y}_{i}} B_{i} Y_{i}^{+}\right)^{T}, i=1,2$.

Proof. With $\tilde{\mathscr{S}}_{\mathscr{K}_{1}}, \mathscr{S}_{\mathscr{K}_{1}}^{\prime}$ given as in Lemma 2.4, from Lemma 2.1 we have $\tilde{\mathscr{S}}_{\mathscr{K}_{1}} \neq \emptyset$ and $\mathscr{S}_{\mathscr{K}_{1}}^{\prime} \neq \emptyset$ if and only if $B_{i} P_{Y_{i}^{*}}=B_{i}$ and $P_{\bar{Y}_{i}} B_{i} Y_{i}^{+}=\left(P_{\bar{Y}_{i}} B_{i} Y_{i}^{+}\right)^{T}, i=1,2$. Thus from Lemma 2.4 we have the desired result.

Lemma 2.6. Let $\mathscr{K}_{2} \subseteq \mathscr{C}^{m \times m}$ be as given in Section 1, and let

$$
\begin{aligned}
\Psi= & \left\{\left(\begin{array}{cc}
C_{1} & D_{1} P_{0} \\
-P_{0}^{-1} D_{1} & -P_{0}^{-1} C_{1} P_{0}
\end{array}\right) \in \mathscr{C}^{2 k \times 2 k}, k \geq 1\right\} \\
& \cup\left\{\left(\begin{array}{ccc}
C_{1} & \mu & D_{1} P_{0} \\
-\mu^{T} & 0 & \mu^{T} P_{0} \\
-P_{0}^{-1} D_{1} & -P_{0}^{-1} \mu & -P_{0}^{-1} C_{1} P_{0}
\end{array}\right) \in \mathscr{C}^{(2 k+1) \times(2 k+1)}, k \geq 0\right\} .
\end{aligned}
$$

Then $\mathscr{K}_{2}=\Psi$, where $C_{1}, D_{1} \in \mathscr{C}^{k \times k}, C_{1}=-C_{1}^{T}, D_{1}=D_{1}^{T}$ and $\mu \in \mathscr{C}^{k}$.
Proof. For $A \in \mathscr{K}_{2}$, we have $A \in \mathscr{G} \tilde{\mathscr{C}}^{m \times m}$. Then from Definition 1.1, $A$ has the following block forms:
for $m=2 k(k \geq 1)$,

$$
A=\left(\begin{array}{cc}
C_{1} & D_{1} P_{0} \\
-P_{0}^{-1} D_{1} & -P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

and for $m=2 k+1(k \geq 0)$,

$$
A=\left(\begin{array}{ccc}
C_{1} & \mu & D_{1} P_{0} \\
-v^{T} & \beta & v^{T} P_{0} \\
-P_{0}^{-1} D_{1} & -P_{0}^{-1} \mu & -P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

where $C_{1}, D_{1} \in \mathscr{C}^{k \times k}, \mu, v \in \mathscr{C}^{k}$ and $\beta \in \mathscr{C}$.
Since $A=-A^{T}$, we have $\mu=v, C_{1}=-C_{1}^{T}, D_{1}=D_{1}^{T}$ and $\beta=0$ such that $A \in \Psi$, and hence

$$
\begin{equation*}
\mathscr{K}_{2} \subseteq \Psi \tag{2.8}
\end{equation*}
$$

Conversely, when $A \in \Psi$ it follows that $A \in \mathscr{G} \tilde{\mathscr{C}}^{m \times m}$ and $A=-A^{T}$ such that $A \in \mathscr{K}_{2}$, and hence

$$
\begin{equation*}
\Psi \subseteq \mathscr{K}_{2} \tag{2.9}
\end{equation*}
$$

Combining (2.8) and (2.9), we therefore have $\mathscr{K}_{2}=\Psi$.
Lemma 2.7. Given $Y, B \in \mathscr{C}^{m \times n}$ and $Y_{1}, Y_{2}, B_{1}, B_{2}$ as in (2.3) and (2.4), and letting

$$
\begin{aligned}
& \mathscr{S}_{\mathscr{K}_{2}}=\left\{A \in \mathscr{K}_{2} \subseteq \mathscr{C}^{m \times m}: A Y=B\right\} \\
& \tilde{\mathscr{S}}_{\mathscr{K}_{2}}=\left\{A \in \mathscr{C}^{k \times(m-k)}: A Y_{2}=B_{1}, A^{T} Y_{1}=-B_{2}\right\},
\end{aligned}
$$

we have that $\mathscr{S}_{\mathscr{K}_{2}} \neq \emptyset$ if and only if $\tilde{\mathscr{S}}_{\mathscr{K}_{2}} \neq \emptyset$.

Proof. From Lemma 2.6, for any $A \in \mathscr{K}_{2}$ :
for $m=2 k(k \geq 1)$,

$$
A=\left(\begin{array}{cc}
C_{1} & D_{1} P_{0} \\
-P_{0}^{-1} D_{1} & -P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

and for $m=2 k+1(k \geq 0)$,

$$
A=\left(\begin{array}{ccc}
C_{1} & \mu & D_{1} P_{0} \\
-\mu^{T} & 0 & \mu^{T} P_{0} \\
-P_{0}^{-1} D_{1} & -P_{0}^{-1} \mu & -P_{0}^{-1} C_{1} P_{0}
\end{array}\right)
$$

where $C_{1}, D_{1} \in \mathscr{C}^{k \times k}, C_{1}=-C_{1}^{T}, D_{1}=D_{1}^{T}, \mu \in \mathscr{C}^{k}$.
Let $G, \tilde{G}$ be as given in Lemma 2.4, such that

$$
\begin{align*}
G^{T} A G & =\left(\begin{array}{cc}
O & C_{1}+D_{1} \\
C_{1}-D_{1} & O
\end{array}\right)=\left(\begin{array}{cc}
O & C_{1}+D_{1} \\
-\left(C_{1}+D_{1}\right)^{T} & O
\end{array}\right) \\
& =\left(\begin{array}{cc}
O & L \\
-L^{T} & O
\end{array}\right),  \tag{2.10}\\
\tilde{G}^{T} A \tilde{G} & =\left(\begin{array}{ccc}
O & \sqrt{2} \mu & C_{1}+D_{1} \\
-\sqrt{2} \mu^{T} & 0 & 0^{T} \\
C_{1}-D_{1} & 0 & O
\end{array}\right)=\left(\begin{array}{cc}
O & \tilde{L} \\
-\tilde{L}^{T} & O
\end{array}\right), \tag{2.11}
\end{align*}
$$

where $L=C_{1}+D_{1}, \tilde{L}=\left(\sqrt{2} \mu, C_{1}+D_{1}\right)$.
Also $A Y=B$ is equivalent to

$$
\begin{equation*}
G^{T} A G G^{T} Y=G^{T} B, \tilde{G}^{T} A \tilde{G} \tilde{G}^{T} Y=\tilde{G}^{T} B \tag{2.12}
\end{equation*}
$$

Assuming that $\mathscr{S}_{\mathscr{K}_{2}} \neq \emptyset$, we let $A_{0} \in \mathscr{S}_{\mathscr{K}_{2}}$. Since $A_{0} \in \mathscr{K}_{2}$, from Lemma 2.6

$$
\begin{aligned}
& A_{0}=\left(\begin{array}{cc}
C_{10} & D_{10} P_{0} \\
-P_{0}^{-1} D_{10} & -P_{0}^{-1} C_{10} P_{0}
\end{array}\right) \quad(m=2 k, k \geq 1) \\
& A_{0}=\left(\begin{array}{ccc}
C_{10} & \mu_{0} & D_{10} P_{0} \\
-\mu_{0}^{T} & 0 & \mu_{0}^{T} P_{0} \\
-P_{0}^{-1} D_{10} & -P_{0}^{-1} \mu_{0} & -P_{0}^{-1} C_{10} P_{0}
\end{array}\right)(m=2 k+1, k \geq 0),
\end{aligned}
$$

where $C_{10}, D_{10} \in \mathscr{C}^{k \times k}, C_{10}=-C_{10}^{T}, D_{10}=D_{10}^{T}, \mu_{0} \in \mathscr{C}^{k}$. From (2.10)-(2.12), for $m=$ $2 k(k \geq 1)$ we have $C_{10}+D_{10} \in \tilde{\mathscr{S}}_{\mathscr{K}}^{2}$; and for $m=2 k+1(k \geq 0)$ we have $\left(\sqrt{2} \mu_{0}, C_{10}+D_{10}\right) \in$ $\tilde{\mathscr{S}}_{\mathscr{K}_{2}}$, which implies that $\tilde{\mathscr{S}}_{\mathscr{K}_{2}} \neq \emptyset$.

Conversely, assume that $\tilde{\mathscr{S}}_{\mathscr{K}_{2}} \neq \emptyset$. Suppose $H_{0} \in \tilde{\mathscr{S}}_{\mathscr{K}_{2}}$, when for $m=2 k(k \geq 1)$ it is easy to verify that

$$
\tilde{A}_{0}=\left(\begin{array}{cc}
\frac{\left(H_{0}-H_{0}^{T}\right)}{2} & \frac{\left(H_{0}+H_{0}^{T}\right)}{2} P_{0} \\
-P_{0}^{-1} \frac{\left(H_{0}+H_{0}^{T}\right)}{2} & -P_{0}^{-1} \frac{\left(H_{0}-H_{0}^{T}\right)}{2} P_{0}
\end{array}\right) \in \mathscr{S}_{\mathscr{K}_{2}}
$$

For $m=2 k+1(k \geq 0)$, we let $H_{0}=\left(\begin{array}{ll}h & H_{01}\end{array}\right)$ where $h \in \mathscr{C}^{k}$ and $H_{01} \in \mathscr{C}^{k \times k}$. Then

$$
\tilde{A}_{0}=\left(\begin{array}{ccc}
\frac{\left(H_{01}-H_{01}^{T}\right)}{2} & \frac{\sqrt{2}}{2} h & \frac{\left(H_{01}+H_{01}^{T}\right)}{2} P_{0} \\
\frac{\sqrt{2}}{2} h^{T} & 0 & \frac{\sqrt{2}}{2} h^{T} P_{0} \\
-P_{0}^{-1} \frac{\left(H_{01}+H_{01}^{T}\right)}{2} & -\frac{\sqrt{2}}{2} P_{0}^{-1} h & -P_{0}^{-1} \frac{\left(H_{01}-H_{01}^{T}\right)}{2} P_{0}
\end{array}\right) \in \mathscr{S}_{\mathscr{K}_{2}}
$$

Hence $\mathscr{S}_{\mathscr{K}_{2}} \neq \emptyset$, which implies the desired result.

Lemma 2.8. Let $\mathscr{S}_{\mathscr{K}_{2}}, Y_{i}, B_{i}, i=1,2$ be as given in Lemma 2.7. Then $\mathscr{S}_{\mathscr{K}_{2}} \neq \emptyset$ if and only if $B_{1} P_{Y_{2}^{*}}=B_{1}, B_{2} P_{Y_{1}^{*}}=B_{2}$ and $B_{1}^{T} Y_{1}=-Y_{2}^{T} B_{2}$.

Proof. The result follows from Lemmas 2.2 and 2.7.

## 3. Backward Errors

Some explicit formulae for the structured backward error $\eta_{\mathscr{K}_{i}}\left(X_{k}, \Lambda_{k}\right), i=1,2$ are now derived.

Let $A \in \mathscr{C}^{m \times m}, X_{k} \in \mathscr{C}^{m \times k}, \Lambda_{k}=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right), m \geq k$, and $\mathscr{K}_{i}$ be given as in Section 1, and denote $\mathbf{S}_{\mathscr{K}_{i}}=\left\{A+E \in \mathscr{K}_{i}:(A+E) X_{k}=X_{k} \Lambda_{k}\right\}, i=1$, 2. When $m=2 k(k \geq 1)$ and $Q$ is given in (2.3) let

$$
Q X_{k}=\binom{X_{1}}{X_{2}}, \quad Q X_{k} \Lambda_{k}=\binom{T_{1}}{T_{2}}, \quad Q\left(X_{k} \Lambda_{k}-A X_{k}\right)=\binom{F_{1}}{F_{2}}
$$

and when $m=2 k+1(k \geq 0)$ and $\tilde{Q}$ is given in (2.4) let

$$
\tilde{Q} X_{k}=\binom{X_{1}}{X_{2}}, \quad \tilde{Q} X_{k} \Lambda_{k}=\binom{T_{1}}{T_{2}}, \quad \tilde{Q}\left(X_{k} \Lambda_{k}-A X_{k}\right)=\binom{F_{1}}{F_{2}}
$$

where $X_{1}, T_{1}, F_{1} \in \mathscr{C}^{k \times k}$. To obtain $\eta_{\mathscr{K}_{i}}\left(X_{k}, \Lambda_{k}\right)$, one needs to assume that $\mathbf{S}_{\mathscr{K}_{i}} \neq \emptyset, i=1,2$, so we first provide some necessary and sufficient conditions (or just sufficient conditions) for $\mathbf{S}_{\mathscr{K}_{i}} \neq \emptyset$.

Lemma 3.1. $\mathbf{S}_{\mathscr{K}_{1}} \neq \emptyset$ if and only if

$$
\begin{align*}
& T_{i} P_{X_{i}^{*}}=T_{i}  \tag{3.1}\\
\text { and } & P_{\bar{X}_{i}} T_{i} X_{i}^{+}=\left(P_{\bar{X}_{i}} T_{i} X_{i}^{+}\right)^{T}, \quad i=1,2 . \tag{3.2}
\end{align*}
$$

Proof. From Lemma 2.5, we have $\mathbf{S}_{\mathscr{K}_{1}} \neq \emptyset$ if and only if (3.1) and (3.2) hold.
Lemma 3.2. $\mathbf{S}_{\mathscr{K}_{2}} \neq \emptyset$ if and only if $T_{1}^{T} X_{1}=-X_{2}^{T} T_{2}, T_{1} P_{X_{2}^{*}}=T_{1}$ and $T_{2} P_{X_{1}^{*}}=T_{2}$.

Proof. The result follows from Lemma 2.8.

The following theorem provides an explicit formula for $\eta_{\mathscr{K}_{1}}\left(X_{k}, \Lambda_{k}\right)$.
Theorem 3.1. Let $A \in \mathscr{K}_{1} \subseteq \mathscr{C}^{m \times m}, X_{k} \in \mathscr{C}^{m \times k}, \Lambda_{k} \in \mathscr{C}^{k \times k}$, where $m \geq k$. Assume that (3.1) and (3.2) are satisfied. Then for any $\alpha>0$,

$$
\begin{equation*}
\eta_{\mathscr{K}_{1}}\left(X_{k}, \Lambda_{k}\right)=\alpha^{-1}\left[\sum_{i=1,2}\left\|F_{i} X_{i}^{+}+\left(F_{i} X_{i}^{+}\right)^{T} P_{X_{i}}^{\perp}\right\|_{F}^{2}\right]^{\frac{1}{2}} \tag{3.3}
\end{equation*}
$$

Proof. From Lemma 3.1, $\mathbf{S}_{\mathscr{K}_{1}}=\left\{A+E \in \mathscr{K}_{1}:(A+E) X_{k}=X_{k} \Lambda_{k}\right\} \neq \emptyset$. Since $A+E, A \in \mathscr{K}_{1}$, from Lemma 2.3 it is also easy to see that $E \in \mathscr{K}_{1}$.
Now let $E$ have the following block forms:
for $m=2 k(k \geq 1)$,

$$
E=\left(\begin{array}{cc}
E_{1} & E_{2} P_{0} \\
P_{0}^{-1} E_{2} & P_{0}^{-1} E_{1} P_{0}
\end{array}\right)
$$

when

$$
Q E Q^{T}=\left(\begin{array}{cc}
E_{1}-E_{2} & O  \tag{3.4}\\
O & E_{1}+E_{2}
\end{array}\right)
$$

and for $m=2 k+1(k \geq 0)$,

$$
E=\left(\begin{array}{ccc}
E_{1} & \mu & E_{2} P_{0} \\
\mu^{T} & \beta & \mu^{T} P_{0} \\
P_{0}^{-1} E_{2} & P_{0}^{-1} \mu & P_{0}^{-1} E_{1} P_{0}
\end{array}\right)
$$

when

$$
\tilde{Q} E \tilde{Q}^{T}=\left(\begin{array}{ccc}
E_{1}-E_{2} & 0 & O  \tag{3.5}\\
0^{T} & \beta & \sqrt{2} \mu^{T} \\
O & \sqrt{2} \mu & E_{1}+E_{2}
\end{array}\right)=\left(\begin{array}{cc}
E_{1}-E_{2} & O \\
O & J
\end{array}\right)
$$

where $E_{1}, E_{2} \in \mathscr{C}^{k \times k}, \mu \in \mathscr{C}^{k}, \beta \in \mathscr{C}, E_{1}=E_{1}^{T}, E_{2}=E_{2}^{T}, J=\left(\begin{array}{cc}\beta & \sqrt{2} \mu^{T} \\ \sqrt{2} \mu & E_{1}+E_{2}\end{array}\right)$.
Since $E X_{k}=X_{k} \Lambda_{k}-A X_{k}$ is equivalent to

$$
\begin{array}{ll}
Q E Q^{T} Q X_{k}=Q\left(X_{k} \Lambda_{k}-A X_{k}\right) & (m=2 k, k \geq 1) \\
\tilde{Q} E \tilde{Q}^{T} \tilde{Q} X_{k}=\tilde{Q}\left(X_{k} \Lambda_{k}-A X_{k}\right) \quad(m=2 k+1, k \geq 0)
\end{array}
$$

it follows from (3.4) and (3.5) that

$$
\left(E_{1}-E_{2}\right) X_{1}=F_{1}, \quad\left(E_{1}+E_{2}\right) X_{2}=F_{2}, \quad(m=2 k, k \geq 1)
$$

and

$$
\left(E_{1}-E_{2}\right) X_{1}=F_{1}, \quad J X_{2}=F_{2}, \quad(m=2 k+1, k \geq 0),
$$

where $E_{1}-E_{2}=\left(E_{1}-E_{2}\right)^{T}, E_{1}+E_{2}=\left(E_{1}+E_{2}\right)^{T}, J=J^{T}$.
From Lemma 2.1, when $E_{1}-E_{2}=F_{1} X_{1}^{+}+\left(F_{1} X_{1}^{+}\right)^{T} P_{X_{1}}^{\perp}$ we have that $\left\|E_{1}-E_{2}\right\|_{F}$ is minimised. For $m=2 k(k \geq 1)$, when $E_{1}+E_{2}=F_{2} X_{2}^{+}+\left(F_{2} X_{2}^{+}\right)^{T} P_{X_{2}}^{\perp}$ we have that $\left\|E_{1}+E_{2}\right\|_{F}$ is minimised. For $m=2 k+1(k \geq 0)$, when $J=F_{2} X_{2}^{+}+\left(F_{2} X_{2}^{+}\right)^{T} P_{X_{2}}^{\perp}$ we have that $\|J\|_{F}$ is minimised. Consequently, either

$$
\begin{aligned}
\|E\|_{F} & =\left\|Q E Q^{T}\right\|_{F}=\left(\left\|E_{1}-E_{2}\right\|_{F}^{2}+\left\|E_{1}+E_{2}\right\|_{F}^{2}\right)^{\frac{1}{2}} \\
& =\left[\sum_{i=1,2}\left\|F_{i} X_{i}^{+}+\left(F_{i} X_{i}^{+}\right)^{T} P_{X_{i}}^{\perp}\right\|_{F}^{2}\right]^{\frac{1}{2}} \quad(m=2 k, k \geq 1)
\end{aligned}
$$

or

$$
\begin{aligned}
\|E\|_{F} & =\left\|\tilde{Q} E \tilde{Q}^{T}\right\|_{F}=\left(\left\|E_{1}-E_{2}\right\|_{F}^{2}+\|J\|_{F}^{2}\right)^{\frac{1}{2}} \\
& =\left[\sum_{i=1,2}\left\|F_{i} X_{i}^{+}+\left(F_{i} X_{i}^{+}\right)^{T} P_{X_{i}}^{\perp}\right\|_{F}^{2}\right]^{\frac{1}{2}} \quad(m=2 k+1, k \geq 0)
\end{aligned}
$$

is minimised, and therefore

$$
\eta_{\mathscr{H}_{1}}\left(X_{k}, \Lambda_{k}\right)=\alpha^{-1}\left[\sum_{i=1,2}\left\|F_{i} X_{i}^{+}+\left(F_{i} X_{i}^{+}\right)^{T} P_{X_{i}}^{\perp}\right\|_{F}^{2}\right]^{\frac{1}{2}} .
$$

The following theorem provides an explicit formula of $\eta_{\mathscr{H}_{2}}\left(X_{k}, \Lambda_{k}\right)$.
Theorem 3.2. Let $A \in \mathscr{K}_{2} \subseteq \mathscr{C}^{m \times m}, X_{k} \in \mathscr{C}^{m \times k}, \Lambda_{k} \in \mathscr{C}^{k \times k}, m \geq k$. Assume that $T_{1}^{T} X_{1}=$ $-X_{2}^{T} T_{2}, T_{1} P_{X_{2}^{*}}=T_{1}, T_{2} P_{X_{1}^{*}}=T_{2}$. Then for any $\alpha>0$

$$
\begin{equation*}
\eta_{\mathscr{H}_{2}}\left(X_{k}, \Lambda_{k}\right)=\frac{\sqrt{2}}{\alpha}\left\|F_{1} X_{2}^{+}-\left(F_{2} X_{1}^{+}\right)^{T} P_{X_{2}}^{\perp}\right\|_{F} . \tag{3.6}
\end{equation*}
$$

Proof. From Lemma 3.2, $\mathbf{S}_{\mathscr{K}_{2}}=\left\{A+E \in \mathscr{K}_{2}:(A+E) X_{k}=X_{k} \Lambda_{k}\right\} \neq \emptyset$. Since $A+E, A \in \mathscr{K}_{2}$, from Lemma 2.6 we have $E \in \mathscr{K}_{2}$.
Let $E$ have the following block form:
for $m=2 k(k \geq 1)$,

$$
E=\left(\begin{array}{cc}
E_{1} & E_{2} P_{0} \\
-P_{0}^{-1} E_{2} & -P_{0}^{-1} E_{1} P_{0}
\end{array}\right)
$$

when

$$
Q E Q^{T}=\left(\begin{array}{cc}
O & E_{1}+E_{2}  \tag{3.7}\\
E_{1}-E_{2} & O
\end{array}\right)=\left(\begin{array}{cc}
O & E_{1}+E_{2} \\
-\left(E_{1}+E_{2}\right)^{T} & O
\end{array}\right)
$$

and for $m=2 k+1(k \geq 0)$,

$$
E=\left(\begin{array}{ccc}
E_{1} & \mu & E_{2} P_{0} \\
-\mu^{T} & 0 & \mu^{T} P_{0} \\
-P_{0}^{-1} E_{2} & -P_{0}^{-1} \mu & -P_{0}^{-1} E_{1} P_{0}
\end{array}\right)
$$

when

$$
\tilde{Q} E \tilde{Q}^{T}=\left(\begin{array}{ccc}
O & \sqrt{2} \mu & E_{1}+E_{2}  \tag{3.8}\\
-\sqrt{2} \mu^{T} & 0 & 0^{T} \\
E_{1}-E_{2} & 0 & O
\end{array}\right)=\left(\begin{array}{cc}
O & N \\
-N^{T} & O
\end{array}\right),
$$

where $E_{1}, E_{2} \in \mathscr{C}^{k \times k}, \mu \in \mathscr{C}^{k}, E_{1}^{T}=-E_{1}, E_{2}^{T}=E_{2}$ and $N=\left(\sqrt{2} \mu, E_{1}+E_{2}\right)$.
Since

$$
Q E Q^{T} Q X_{k}=Q\left(X_{k} \Lambda_{k}-A X_{k}\right) \quad(m=2 k, k \geq 1)
$$

and

$$
\tilde{Q} E \tilde{Q}^{T} \tilde{Q} X_{k}=\tilde{Q}\left(X_{k} \Lambda_{k}-A X_{k}\right) \quad(m=2 k+1, k \geq 0),
$$

it follows from (3.7) and (3.8) that

$$
\left(E_{1}+E_{2}\right) X_{2}=F_{1}, \quad\left(E_{1}+E_{2}\right)^{T} X_{1}=-F_{2}, \quad(m=2 k, k \geq 1)
$$

and

$$
N X_{2}=F_{1}, \quad N^{T} X_{1}=-F_{2}, \quad(m=2 k+1, k \geq 0) .
$$

From Lemma 2.2, when $E_{1}+E_{2}=F_{1} X_{2}^{+}-\left(F_{2} X_{1}^{+}\right)^{T} P_{X_{2}}^{\perp}$ we have $\left\|E_{1}+E_{2}\right\|_{F}$ minimised; and when $N=F_{1} X_{2}^{+}-\left(F_{2} X_{1}^{+}\right)^{T} P_{X_{2}}^{\perp}$, we have $\|N\|_{F}$ minimised. Consequently, we have $\|E\|_{F}=\left\|Q E Q^{T}\right\|_{F}=\sqrt{2}\left\|E_{1}+E_{2}\right\|_{F}=\sqrt{2}\left\|F_{1} X_{2}^{+}-\left(F_{2} X_{1}^{+}\right)^{T} P_{X_{2}}^{\perp}\right\|_{F}(m=2 k, k \geq 1)$ or $\|E\|_{F}=\left\|\tilde{Q} E \tilde{Q}^{T}\right\|_{F}=\sqrt{2}\|N\|_{F}=\sqrt{2}\left\|F_{1} X_{2}^{+}-\left(F_{2} X_{1}^{+}\right)^{T} P_{X_{2}}^{\perp}\right\|_{F}(m=2 k+1, k \geq 0)$ minimised, and therefore

$$
\eta_{\mathscr{H}_{2}}\left(X_{k}, \Lambda_{k}\right)=\frac{\sqrt{2}}{\alpha}\left\|F_{1} X_{2}^{+}-\left(F_{2} X_{1}^{+}\right)^{T} P_{X_{2}}^{\perp}\right\|_{F} .
$$

## 4. Examples and Remarks

In this section, we give two examples to compute the backward errors $\eta_{\mathscr{H}_{1}}\left(X_{k}, \Lambda_{k}\right)$ and $\eta_{\mathscr{H}_{2}}\left(X_{k}, \Lambda_{k}\right)$.

Example 4.1. Consider $P_{0}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$, when in (2.3) $Q=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}1 & 0 & 0 & -1 \\ 0 & 1 & -1 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0\end{array}\right)$. Let $A=\left(\begin{array}{cccc}0 & 1 & -i & 1 \\ -1 & 0 & 1 & 1 \\ i & -1 & 0 & -1 \\ -1 & -1 & 1 & 0\end{array}\right) \in \mathscr{K}_{2} \subseteq \mathscr{C}^{4 \times 4}, X_{k}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1+i & 2+2 i \\ 1+i & -1-i \\ 1-i & -1+i \\ 1-i & 2-2 i\end{array}\right) \in \mathscr{C}^{4 \times 2}, \Lambda_{k}=$ $\left(\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right) \in \mathscr{C}^{2 \times 2}$. Then a simple calculation yields

$$
\begin{aligned}
& Q X_{k}=\left(\begin{array}{cc}
i & 2 i \\
i & -i \\
1 & 2 \\
1 & -1
\end{array}\right):=\binom{X_{1}}{X_{2}}, \\
& Q X_{k} \Lambda_{k}=\left(\begin{array}{cc}
2 i & 4 i \\
2 i & -2 i \\
2 & 4 \\
2 & -2
\end{array}\right):=\binom{T_{1}}{T_{2}},
\end{aligned}
$$

where $X_{1}=\left(\begin{array}{cc}i & 2 i \\ i & -i\end{array}\right), T_{1}=\left(\begin{array}{cc}2 i & 4 i \\ 2 i & -2 i\end{array}\right)$. It is easy to verify that

$$
T_{1}^{T} X_{1}=-X_{2}^{T} T_{2}=\left(\begin{array}{cc}
-4 & -2 \\
-2 & -10
\end{array}\right)
$$

and a simple calculation gives

$$
Q\left(X_{k} \Lambda_{k}-A X_{k}\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
-2+2 i & -4+10 i \\
-4+8 i & -2+4 i \\
4+4 i & 8+2 i \\
6+2 i & -2 i
\end{array}\right):=\binom{F_{1}}{F_{2}}
$$

where $F_{1}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}-2+2 i & -4+10 i \\ -4+8 i & -2+4 i\end{array}\right)$. Hence from Theorem 3.2,

$$
\eta_{\mathscr{K}_{2}}\left(X_{k}, \Lambda_{k}\right)=\frac{8.0001}{\alpha} .
$$

Example 4.2. Consider $P_{0}=\left(\begin{array}{cccc}0 & 0 & \cdots & 1 \\ 0 & \cdots & 1 & 0 \\ \cdots & \cdots & \cdots & \cdots \\ 1 & 0 & \cdots & 0\end{array}\right) \subseteq \mathscr{C}^{2500 \times 2500}$,

$$
\begin{aligned}
& C=\operatorname{diag}\left(\left(\begin{array}{cc}
-1 & i \\
i & 2
\end{array}\right),\left(\begin{array}{cc}
-1 & i \\
i & 2
\end{array}\right), \cdots,\left(\begin{array}{cc}
-1 & i \\
i & 2
\end{array}\right)\right) \subseteq \mathscr{C}^{2500 \times 2500}, \\
& D=\operatorname{diag}\left(\left(\begin{array}{ll}
i & 1 \\
1 & 2
\end{array}\right),\left(\begin{array}{ll}
i & 1 \\
1 & 2
\end{array}\right), \cdots,\left(\begin{array}{cc}
i & 1 \\
1 & 2
\end{array}\right)\right) \subseteq \mathscr{C}^{2500 \times 2500}, \\
& A
\end{aligned}=\left(\begin{array}{cc}
C & D P_{0} \\
P_{0}^{-1} D & P_{0}^{-1} C P_{0}
\end{array}\right) \in \mathscr{K}_{1} \subseteq \mathscr{C}^{5000 \times 5000} .
$$

From Theorem 3.1, we compute

$$
\eta_{\mathscr{K}_{1}}\left(X_{k}, \Lambda_{k}\right)=\frac{8.4092}{\alpha} .
$$

When $A$ is some stochastic symmetric generalised centrosymmetric matrices or skew-symmetric generalised skew- centrosymmetric matrices, by simple calculations one sees that the above inequalities still hold, implying both structured stability and stability of the numerical algorithm. For the backward errors for the eigenproblem of a special class of symmetric generalised centrosymmetric and skew-symmetric generalised skew-centrosymmetric matrices, the corresponding explicit formulae are in (3.3) and (3.6)). In particular, when the orthogonal matrix $P_{0}$ reduces to a subidentity matrix, (3.3) and (3.6) reduce to the explicit formulae of backward errors for the eigenproblem of symmetric centrosymmetric and skew-symmetric skew-centrosymmetric matrices [6].
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