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Abstract. Hyperbolic, rotation invariant moment systems are derived for a non-linear

kinetic description of two-dimensional Vicsek swarming model. The systems also pre-

serve mass conservation, and numerical experiments show that this approach captures

the key features of the model such as shock waves, contact discontinuities, rarefaction

waves, vortex formations. If the system order increases, the solutions of the moment

systems converge to the solution of the corresponding kinetic equation.
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1. Introduction

Swarming is a collective behaviour exhibited by entities, particularly animals of similar

size which aggregate together, milling about the same spot, or moving en masse or mi-

grating in some direction — cf. Ref. [1]. Various swarming models have been discussed in

literature [8,11,17], but numerical methods for such models are not well developed. The

first numerical investigation, published only recently by Gamba et al. [14], deals with the

kinetic description of Vicsek swarming model. On the other hand, kinetic theory, which

plays an important role in many applications, has been widely studied — cf. Refs. [9, 10].

The kinetic equation determines the distribution function and, consequently, the transport

coefficients. The moment method [5,16,24] is a reduction of the kinetic equation based on

the expansion of the distribution function into the series of tensorial Hermite polynomials

and introduction of balance equations for higher order moments of this function. A major

disadvantage of the Grad moment method is the loss of hyperbolicity, which causes the so-

lution blow-up for distributions distant from the equilibrium state — cf. Refs. [7, 25], and
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even the increase of the moment numbers does not help to prevent this effect [6]. Nev-

ertheless, recently various approaches to the Grad moment method for the kinetic equa-

tion have been proposed — e.g. numerically regularized moment model of arbitrary order

for Boltzmann-BGK equation [5] and high Mach number flow [6], the regularization of

one- and multi-dimensional Grad moment systems leading to global hyperbolicity [2–4],

quadrature based projection methods for Boltzmann equation [13, 18, 21], similar to 1-D

regularization in Ref. [2]. These works contributed to a better understanding of the hyper-

bolicity of the Grad moment systems. On the other hand, Fan et al. [13] developed a general

model reduction technique based on operator projections, where time and space derivatives

are synchronously projected onto a finite-dimensional weighted polynomial space. Such a

method was successfully applied to 1- and 3-D special relativistic Boltzmann equations and

the globally hyperbolic moment models of arbitrary order were derived [22,23].

In this paper we apply the projection operator model reduction method to the two-

dimensional kinetic description of the Vicsek swarming model determining a globally hy-

perbolic moment system of arbitrary order. The moment system is obtained by the Grad

type expansion near the equilibrium, and if the ratio ǫ of micro to macro variables is small,

the system with small moment numbers delivers a good approximation for the original ki-

netic model. The main difficulties here are to find weight functions which would determine

appropriate function spaces, suitable bases and projection operators in these spaces.

The paper is organized as follows. Section 2 introduces the kinetic and macroscopic

equations for Vicsek model. Section 3 deals with orthogonal functions and presents globally

hyperbolic moment systems of arbitrary order for the kinetic description of Vicsek model.

The properties of the moment systems such as hyperbolicity, rotational invariance and mass-

conservation are considered in Section 4. Numerical experiments presented in Section 5

confirm the convergence of the hyperbolic moment systems, and Section 6 contains our

concluding remarks.

2. Kinetic and Macroscopic Equations for Vicsek Model

2.1. Kinetic equation

Let t denote time, x ∈ Rd spatial variable, ω unit velocity vector, σ scaled diffusion

constant describing the intensity of noise in Brownian motion, f = f (t, x ,ω) the particle

distribution function, and let J(t, x ) refer to the mean flux at x — i.e.

J(t, x ) :=

∫

Rd

∫

Sd−1

K(y − x )ω f (t, y ,ω)dydω, (2.1)

where Sd−1 is the unit sphere in Rd , K(x ) = 1|x |<R the characteristic function of the ball

B(0,R) = {x : |x | ≤ R}, with R being the radius of alignment interaction between particles.

By F[ f ](t, x ,ω) we denote the mean-field interaction force between the particles,

F[ f ](t, x ,ω) :=(Id−ω⊗ω)Ω(t, x ),
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where Id is the identity operator and Ω(t, x ) := J(t, x )/|J(t, x )| the mean velocity. The

vector field F[ f ](t, x ,ω) tends to align particles in the direction Ω and becomes spatially

local in the large scale space-time region. Therefore, in computations the mean flux J is

often approximated as

J(t, x ) =

∫

Sd−1

ω f (t, x ,ω)dω, (2.2)

when the step size of spatial mesh is smaller than radius R — cf. Ref. [14].

The kinetic equation for Vicsek model [14] has the form

∂t f +ω · ∇x f +∇ω · (F[ f ] f ) = σ∆ω f . (2.3)

It is known [15] that if J(t, x ) is defined by (2.1) or (2.2) and does not always equal 0

for t ∈ [0, T ], then for any non-negative initial value f (0, x ,ω) in L1(D) ∩ L∞(D), D =

Rd × Sd−1 and for any T > 0, the kinetic equation (2.3) has a non-negative global weak

solution in C
�

0, T ; L1(D)∩ L∞ ((0, T )× D)
�

.

Here we only consider the case where J(t, x ) has the form (2.2), so that the direction

of the mean velocity of f is

Ω(t, x ) =

∫

Sd−1 ω f dω
�

�

∫

Sd−1 ω f dω
�

�

.

Besides, we rewrite the equation (2.3) as

∂t f +ω · ∇x f = Q( f ), (2.4)

with the collision term

Q( f ) = −∇ω ·
�

F[ f ] f
�

+σ∆ω f .

Proposition 2.1 (cf. Gamba et al. [14]). The collision term Q( f ) can be represented in the

form

Q( f ) = σ∇ω ·
�

MΩ∇ω

�

f

MΩ

��

, (2.5)

and satisfies the inequality
∫

Sd−1

Q( f ) f
dω

MΩ
≤ 0,

where

MΩ(ω) = C0 exp

�

ω ·Ω
σ

�

,

is the equilibrium function, also called the von Mises distribution, and C0 is a normalization

constant.
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Remark 2.1. Once a direction Ω is fixed, Q becomes a linear operator. Note that although

the equilibria of the operator Q is the set {ρMΩ : ρ ∈ R,Ω ∈ Sd−1} of dimension d , the

collision invariants of Q have dimension one only. Thus, in general,

∫

Sd−1

Q( f )dω = 0,

∫

Sd−1

Q( f )ωdω 6= 0,

so that the operator Q preserves mass but not flux.

Remark 2.2. Setting Ω= (cos θ̄ , sin θ̄)T for d = 2, one represents the equilibrium as

M(θ − θ̄ ) = C0 exp

�

cos(θ − θ̄)
σ

�

,

so that the kinetic equation (2.4) takes the form

ft + cosθ fx + sinθ f y = Q( f ),

Q( f ) = σ∂θ

�

Mθ̄∂θ

�

f

Mθ̄

��

= ∂θ
�

sin(θ − θ̄) f
�

+σ∂ 2
θ f ,

where θ and θ̄ are, respectively, microscopic and macroscopic velocity angles.

2.2. Macroscopic equations

The kinetic equation (2.4) is written at the level of individual particles. However, in

order to study the system dynamics for large time and at large length scale, one can intro-

duce new variables t̃ = ǫt and x̃ = ǫx , with the ratio of micro to macro variable ǫ≪ 1 —

cf. Ref. [12]. In new setting, the kinetic equation (2.4) takes the form

∂t f ǫ +ω · ∇x f ǫ =
1

ǫ
Q( f ǫ), (2.6)

where tilde is dropped to simplify notation. If ǫ tends to 0, then f ǫ tends to the equilibrium

state in the local space — i.e.

lim
ǫ→0

f ǫ = f (t, x ,ω) = ρ(t, x )MΩ(ω).

The evolution of the macroscopic density ρ =
∫

Sd−1 f dω and the velocity Ω satisfies the

following equations

∂tρ +∇x · (c1ρΩ) = 0, (2.7)

ρ
�

∂tΩ+ c2(Ω · ∇x )Ω
�

+λ(Id−Ω⊗Ω)∇xρ = 0,

|Ω| = 1, (2.8)

where c1, c2 and λ are constants depending on σ. Such a macroscopic system is hyperbolic

but non-conservative, and the operator Id−Ω⊗Ω ensures the constraint (2.8).
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Remark 2.3. In 2-D case, the macroscopic density ρ and the velocity angle θ̄ are connected

to the particle distribution function f as follows

ρ(t, x ) =

∫ 2π

0

f (t, x ,θ)dθ , (2.9a)

J(t, x ) =

∫ 2π

0

�

cosθ

sinθ

�

f (t, x ,θ)dθ , (2.9b)

Ω= (cos θ̄ , sin θ̄ )T =
J(t, x )

|J(t, x )|
. (2.9c)

3. Derivation of the Moment System

3.1. Orthogonal functions

If the distribution function is the local Maxwellian, Hermite polynomials are used in

order to obtain Grad’s moment system [16]. In this work, we use two systems of trigono-

metric polynomials {H c
n(θ − θ̄ )}

∞
n=0 and {Hs

n(θ − θ̄)}
∞
n=1 orthogonal with weight M(θ − θ̄ ),

θ ∈ [0,2π]. The elements of these systems have the form

H c
n
(θ − θ̄ )¬

n
∑

k=0

ak,n cos
�

k(θ − θ̄ )
�

, Hs
n
(θ − θ̄) ¬

n
∑

k=1

bk,n sin
�

k(θ − θ̄ )
�

, (3.1)

and satisfy the relations

∫ 2π

0

H l
m(θ − θ̄ )H

k
n(θ − θ̄ )M(θ − θ̄)dθ = δm,nδl ,k, l, k = c or s,

where m is a non-negative integer if l = c and a positive integer if l = s. The range of n is

defined similarly.

Remark 3.1. The coefficients ak,n and bk,n in (3.1) can be derived by the Gram-Schmidt

process using usual trigonometric identities and the modified regular cylindrical Bessel

functions

In(x) =
1

π

∫ π

0

exp(x cosθ) cos(nθ)dθ

of order n.

3.2. Hilbert space and orthogonal basis

LetH be the closed linear span of the set

P =
�

cos
�

n(θ − θ̄ )
�

M(θ − θ̄), sin
�

n(θ − θ̄)
�

M(θ − θ̄) : θ ∈ [0,2π], n ∈ N
	

,
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with respect to the norm generated by the inner product

〈 f (θ − θ̄), g(θ − θ̄)〉M(θ−θ̄) ¬

∫ 2π

0

f (θ − θ̄)g(θ − θ̄ )
dθ

M(θ − θ̄)
.

This inner product is symmetric — i.e. 〈 f , g〉M = 〈g, f 〉M , and also satisfies the relations

〈Q( f ), g〉M = −σ

∫ 2π

0

M∂θ

�

f

M

�

∂θ

�

g

M

�

dθ = 〈 f ,Q(g)〉M , (3.2)

〈Q( f ), f 〉M = −σ

∫ 2π

0

M∂ 2
θ

�

f

M

�

dθ ¶ 0, (3.3)

as follows from Eq. (2.5). Similarly, for any positive integer N , we define the weighted

trigonometric polynomial spaceHN as

HN := span
�

cos
�

n(θ − θ̄)
�

M(θ − θ̄ ), sin
�

n(θ − θ̄ )
�

M(θ − θ̄) : n ∈ N, n≤ N
	

.

Setting P c
n(θ−θ̄ ) := H c

n(θ−θ̄ )M(θ−θ̄ ) and Ps
n(θ−θ̄) := Hs

n(θ−θ̄ )M(θ−θ̄ ), we easily ob-

tain the following result.

Proposition 3.1. The systems {P c
n(θ−θ̄ ), Ps

n(θ−θ̄ )}
N
n=1 and {P c

n(θ−θ̄ ), {P
s
n(θ−θ̄ )}

∞
n=1} con-

stitute standard orthogonal bases inHN andH , respectively. Moreover, the following relations

〈cos(k(θ−θ̄ ))M(θ−θ̄ ), P c
n(θ−θ̄ )〉M(θ−θ̄) = 0, k ¶ n− 1,

〈sin(k(θ−θ̄ ))M(θ−θ̄ ), Ps
n(θ−θ̄ )〉M(θ−θ̄) = 0, k ¶ n− 1,

〈cos(k(θ−θ̄ ))M(θ−θ̄ ), Ps
n
(θ−θ̄ )〉M(θ−θ̄) = 0, ∀k, n,

〈sin(k(θ−θ̄ ))M(θ−θ̄ ), P c
n(θ−θ̄ )〉M(θ−θ̄) = 0, ∀k, n.

hold.

Remark 3.2. Proposition 3.1 can be used to derive various recurrence relations for P c
n
(θ)

and Ps
n
(θ). For example, the series representation of cosθP c

n
(θ) inH is

cosθP c
n(θ) =

∞
∑

k=0

cc
k
P c

k
(θ) +

∞
∑

k=1

cs
k
Ps

k
(θ),

where cc
k
= 〈cosθP c

n(θ), P c
k
(θ)〉, cs

k
= 0. Using the trigonometric formula cosθ cos (nθ) =

cos ((n+ 1)θ) + cos ((n− 1)θ) we obtain

�

cosθ − cc
n

�

P c
n = cc

n−1P c
n−1 + cc

n+1P c
n+1.

In what follows, we will also use three-term recurrence relations for the terms sinθP c
n
(θ),

cosθPs
n
(θ) and sinθPs

n
(θ).
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Considering the expansion

f (t, x ,θ) =

∞
∑

k=0

f c
k
(t, x , θ̄ )P c

k
(θ − θ̄ ) +

∞
∑

k=1

f s
k
(t, x , θ̄ )Ps

k
(θ − θ̄),

of a function f ∈ H into the series with the coefficients f c
k
= 〈 f , P c

k
(θ − θ̄ )〉M(θ−θ̄) and

f s
k
= 〈 f , Ps

k
(θ − θ̄)〉M(θ−θ̄), we define the projection operator ΠN[θ̄ ] :H 7→HN as

ΠN[θ̄ ] f ¬

N
∑

k=0

f c
k

P c
k
(θ − θ̄) +

N
∑

k=1

f s
k

Ps
k
(θ − θ̄). (3.4)

Introducing notation f̃ N for ( f c
0

, · · · , f c
N

, f s
1

, · · · , f s
N
)T, we rewrite Eq. (3.4) as

ΠN [θ̄ ] f =
�

f̃ N , PN (θ − θ̄ )
�

N
,

where [·, ·]N is the common inner product of two vectors,

PN (θ−θ̄ ) ¬

�

P c
N (θ−θ̄ )

P s
N (θ−θ̄ )

�

,

and

P c
N (θ−θ̄ ) ¬
�

P c
0
(θ−θ̄ ), P c

1
(θ−θ̄ ), · · · , P c

N (θ−θ̄ )
�T

,

P s
N
(θ−θ̄ ) ¬
�

Ps
1
(θ−θ̄ ), Ps

2
(θ−θ̄ ), · · · , Ps

N
(θ−θ̄ )
�T

.

3.3. The moment system

In this section we apply the operator projection method [13] to the kinetic equation

(2.4) in the spaceH with the projection operators ΠN [θ̄ ] defined in (3.4). The variables ρ

and θ̄ are two physical quantities, required in the calculation of the equilibrium distribution

M(θ − θ̄). Therefore, the (2N + 1)-dimensional vector F N ¬ [ρ, · · · , f c
N , θ̄ , f s

2 , · · · , f s
N ]

T is

considered instead of f̃ N . According to Proposition 3.5 below,

f̃ N = (I − eN+2eT
N+2)F N , (3.5)

where eN+2 is (N + 2)-th column of the unit matrix of order 2N + 1.

The moment system for the kinetic equation (2.4) is derived in the following way.

(i) Distribution projection: Find the projection ΠN[θ̄ ] f of the distribution function f

in HN .

(ii) Derivative projections: Compute the partial derivatives ofΠN[θ̄ ] f and project them

onto the subspaceHN , thus obtaining

ΠN [θ̄ ]∂sΠN [θ̄ ] f =

�

∂ f̃

∂ s
−
∂ θ̄

∂ s
D̃T

N f̃ N , PN (θ − θ̄)

�

N

, s = t, x , y. (3.6)



158 J. Duan, Y. Kuang, and H. Tang

(iii) Product projections: For s = x and s = y, respectively, multiply the corresponding

relations (3.6) by cosθ and sinθ and project the resulting functions onto subspace

HN , so that

ΠN [θ̄ ]cosθΠN [θ̄ ]∂xΠN [θ̄ ] f =

�

J c
N (θ̄ )

�

∂ f̃ N

∂ x
−
∂ θ̄

∂ x
D̃T

N f̃ N

�

, PN (θ − θ̄)

�

N

,

ΠN[θ̄ ] sinθΠN [θ̄ ]∂yΠN [θ̄ ] f =

�

J s
N (θ̄ )

�

∂ f̃ N

∂ y
−
∂ θ̄

∂ y
D̃T

N f̃ N

�

, PN (θ − θ̄)

�

N

.

(iv) Collision term projection: SubstituteΠN f into the collision term and project it onto

HN , so that

ΠN[θ̄ ]Q(ΠN [θ̄] f ) =
�

QN f̃ N , PN (θ − θ̄)
�

N
.

(v) Coefficient comparison: Substitute the found expressions into equation (2.4), use

(3.5) and equate the coefficients at each basis function, thus obtaining the moment

system

ΠN [θ̄ ]∂t(ΠN [θ̄ ] f ) +ΠN [θ̄ ]
�

cosθΠN [θ̄ ](∂x (ΠN [θ̄ ] f ))
�

+ΠN [θ̄ ]
�

sinθΠN [θ̄ ](∂y (ΠN [θ̄ ] f ))
�

= ΠN [θ̄ ]Q
�

ΠN [θ̄ ] f
�

, (3.7)

or

DN (F N )t + J c
N

DN (F N )x + J s
N

DN (F N )y = Q̃T
N

F N . (3.8)

where

DN = (I − eN+2eT
N+2 −

˜̃DT
N F N eT

N+2), (3.9)

and ˜̃DN and Q̃N are, respectively, obtained from the matrices D̃N and QN in (3.11)-

(3.12), by replacing (N + 2)-th row with the zero vector.

Now we describe the terms D̃N , J c
N , J s

N and QN .

Proposition 3.2 (Product projections). If ΠN is the above defined projection operator, then

ΠN [θ̄ ]cosθPN (θ − θ̄ ) = J c
N (θ̄ )PN (θ − θ̄),

ΠN [θ̄ ] sinθPN (θ − θ̄ ) = J s
N
(θ̄ )PN (θ − θ̄),

where

J c
N (θ̄ ) = cos θ̄ J1

N − sin θ̄ J2
N , J s

N (θ̄ ) = sin θ̄ J1
N + cos θ̄ J2

N , (3.10)

with the matrices J1
N

and J2
N

defined by

ΠN[0]cosθPN (θ) = J1
N PN (θ), ΠN [0] sinθPN (θ) = J2

N PN (θ).

Moreover, the matrices J c
N
(θ̄ ) ∈ R(2N+1)×(2N+1), J s

N
(θ̄ ) ∈ R(2N+1)×(2N+1) are symmetric, hence

diagonalisable with real eigenvalues λ, all of which satisfy the inequality |λ| ≤ 1.
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Proof. It follows from Refs. [4,13] that the matrix J c
N is diagonalisable with real eigenval-

ues. The entries of the vector PN constitute an orthonormal basis, hence
∫ 2π

0
(PN PT

N/M)dθ =

I and

x T
�

λI−J c
N (θ̄ )
�

x=x T

�∫ 2π

0

(λ−cosθ)PN PT
N

dθ

M

�

x =

∫ 2π

0

(λ−cosθ)(x TPN )
2 dθ

M
,

for any x ∈ R2N+1 and λ ∈ R. Consequently, if λ /∈ [−1,1], the matrix λI−J c
N
(θ̄ ) is positive

or negative definite, so that any eigenvalue λ of the matrix J c
N
(θ̄ ) satisfies the inequality

|λ| ≤ 1. The eigenvalues of J s
N
(θ̄ ) have the same property.

Let us now compute the entries of the matrix J c
N (θ̄ ). Taking into account the definitions

of J1
N and J2

N and the trigonometric identities cosθ = cos θ̄ cos(θ − θ̄ )− sin θ̄ sin(θ − θ̄ ),
sinθ = sin θ̄ cos(θ − θ̄ ) + cos θ̄ sin(θ − θ̄), we obtain

(J c
N
)i j(θ̄) =〈cosθ(PN )i(θ − θ̄ ), (PN ) j(θ − θ̄)〉M(θ−θ̄)

= cos θ̄
�

〈cosθ(PN )i(θ), (PN ) j(θ)〉M(θ )
�

− sin θ̄
�

〈sinθ(PN )i(θ), (PN ) j(θ)〉M(θ )
�

= cos θ̄
�

J1
N

�

i j
− sin θ̄
�

J2
N

�

i j
,

where (PN )i is the i-th component of PN . Similar computations for the matrix (J s
N )i j(θ̄ )

produce the second formula in (3.10).

Using the recurrence relations in Remark 3.2 and the orthogonality of the basis, we can

represent J1
N and J2

N in the block form

J1
N
=

�

J11 O

O J12

�

, J2
N
=

�

O J21

J22 O

�

,

with the tridiagonal matrices J11 ∈ R
(N+1)×(N+1), J12 ∈ R

N×N , J21 ∈ R
(N+1)×N , J22 ∈ R

N×(N+1),

so that J c
N and J s

N consist of four tridiagonal matrices.

Proposition 3.3 (Derivative projections). IfΠN is the above defined projection operator, then

ΠN[θ̄ ]d
�

PN (θ − θ̄ )
�

= D̃N PN (θ − θ̄ )d(θ − θ̄ ),

where D̃N ∈ R
(2N+1)×(2N+1) is a constant matrix, the (i, j)-entry of which is

−

∫ 2π

0

(PN )i(θ)d
(PN ) j(θ)

M(θ)
. (3.11)

Proof. The (i, j)-entry of the matrix D̃N has the form

(D̃N )i j =〈d
�

(PN )i(θ − θ̄)
�

, (PN ) j(θ − θ̄)〉M(θ−θ̄)

=

∫ 2π

0

(PN ) j(θ)
d ((PN )i(θ))

M(θ)
= −

∫ 2π

0

(PN )i(θ)d
(PN ) j(θ)

M(θ)
.

Note that above we used the periodicity of the integrand and the integration by parts.

A notable observation here is that non-zero entries of D̃N and J2
N

are located at the same

positions.
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Proposition 3.4 (Collision term projection). If

Q(PN ) ¬
�

Q((PN )0(θ − θ̄)), · · · ,Q((PN )2N (θ − θ̄ ))
�T

,

then

ΠN [θ̄ ]Q(PN ) = QN PN (θ − θ̄ ), (3.12)

where QN ∈ R
(2N+1)×(2N+1) is a symmetric negative semi-definite matrix with the zero first

column and the zero first row.

Proof. Recalling the property (3.2), we obtain

(QN )i j =〈Q((PN )i(θ − θ̄ )), (PN ) j(θ − θ̄)〉M(θ−θ̄)
=〈(PN )i(θ − θ̄),Q((PN ) j(θ − θ̄ ))〉M(θ−θ̄)
=〈Q((PN ) j(θ − θ̄ )), (PN )i(θ − θ̄)〉M(θ−θ̄) = (QN ) ji .

It is also worth noting that the first column and the first row in the matrix QN have only

zero entries since P c
0 = M(θ − θ̄) and Q(P c

0) = 0. On the other hand, the property (3.3)

yields

x TQN x =x T

�∫ 2π

0

Q(PN )P
T
N

dθ

M

�

x =

∫ 2π

0

Q(x TPN )(x
TPN )

dθ

M

=〈Q(x TPN ), x TPN 〉¶ 0,

for any vector x ∈ R2N+1. Hence, the matrix QN is negative semi-definite.

Remark 3.3. The three-term recurrence relation and orthogonality of the basis elements

imply that QN is a tridiagonal matrix. In applications, it can be calculated by numerical

integration methods — e.g. the adaptive integration function gsl_integration_qag in

GNU Scientific Library.

Proposition 3.5 (Constraints). If ρ is defined by (2.9a), then ρ = f c
0

. Moreover, f s
1
= 0 and

a0 f c
0
+ a1 f c

1
> 0, where a0 =

∫ 2π

0
cos(θ)P c

0
(θ)dθ , a1 =
∫ 2π

0
cos(θ)P c

1
(θ)dθ .

Proof. The direct use of the definition (2.9a) implies

ρ =

∫ 2π

0

1 ·ΠN [θ̄ ] f dθ =

∫ 2π

0

P c
0
(θ − θ̄) ·
�

f̃ N , PN (θ − θ̄ )
�

N

dθ

M(θ − θ̄ )

=

N
∑

k=0

f c
k
〈P c

0
(θ), P c

k
(θ)〉M(θ ) +

N
∑

k=1

f s
k
〈P c

0
(θ), Ps

k
(θ)〉M(θ ) = f c

0
.
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Similarly, Eqs. (2.9b), (2.9c) lead to the relations

∫ 2π

0

cosθΠN [θ̄ ] f dθ = cos θ̄

∫ 2π

0

cos(θ − θ̄ ) ·
�

f̃ N , PN (θ − θ̄)
�

N

dθ

M(θ − θ̄)

− sin θ̄

∫ 2π

0

sin(θ − θ̄ ) ·
�

f̃ N , PN (θ − θ̄)
�

N

dθ

M(θ − θ̄)

= cos θ̄ (a0 f c
0 + a1 f c

1 )− sin θ̄a2 f s
1 = cos θ̄
�

�J(t, x )
�

�, (3.13)
∫ 2π

0

sinθΠN [θ̄ ] f dθ = sin θ̄ (a0 f c
0 + a1 f c

1 ) + cos θ̄a2 f s
1 = sin θ̄
�

�J(t, x )
�

�, (3.14)

where a2 =
∫ 2π

0
sin(θ)Ps

1(θ)dθ . Multiplying equations (3.13) and (3.14) by sin θ̄ and

cos θ̄ , respectively, and subtracting one from another gives a2 f s
1 = 0, consequently, |J(t, x )|

= a0 f c
0
+ a1 f c

1
. Since a2 6= 0, we also have f s

1 = 0, and the condition |J(t, x )| 6= 0 implies

a0 f c
0
+ a1 f c

1
> 0.

Remark 3.4. The moment system can now be established for various values of N . For

example, if N = 0, the moment system consists of the equation ∂ f c
0 /∂ t = 0 only. For

N = 1, it takes the form

∂ f c
0

∂ t
+∇x · (a6Ω) = 0,

∂ f c
1

∂ t
+

�

a1 cos θ̄
∂ f c

0

∂ x
+ a3 cos θ̄

∂ f c
1

∂ x
− a4a6 sin θ̄

∂ θ̄

∂ x

�

+

�

a1 sin θ̄
∂ f c

0

∂ y
+ a3 sin θ̄

∂ f c
1

∂ y
+ a4a6 cos θ̄

∂ θ̄

∂ y

�

= (QN )11 f c
1 ,

∂ (a6θ̄)

∂ t
+

�

−a2 sin θ̄
∂ f c

0

∂ x
− a4 sin θ̄

∂ f c
1

∂ x
+ a5a6 cos θ̄

∂ θ̄

∂ x

�

+

�

a2 cos θ̄
∂ f c

0

∂ y
+ a4 cos θ̄

∂ f c
1

∂ y
+ a5a6 sin θ̄

∂ θ̄

∂ y

�

= (QN )12 f c
1 ,

(3.15)

where a0, a1 and a2 are derived in Proposition 3.5, and

a3 =

∫ 2π

0

cos(θ)(P c
1 )

2(θ)
dθ

M(θ)
, a4 =

∫ 2π

0

sin(θ)Ps
1(θ)P

c
1 (θ)

dθ

M(θ)
,

a5 =

∫ 2π

0

cos(θ)(Ps
1)

2(θ)
dθ

M(θ)
, a6 = a0 f c

0 + a1 f c
1 .

Let us compare it with the macroscopic equation (2.7). The first equation in (2.7) can be

rewritten as (∂ ρ/∂ t) +∇x · (a0ρΩ) = 0. This differs from the first equation in (3.15) but

if ǫ tends to 0, the equations are the same. Indeed, the system (2.7) has been obtained by

integrating Eq. (2.6) with respect to θ and passing to the limit when ǫ tends to 0. Hence,
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Figure 1: The di�eren
e between a5 and c2 for various values of σ→ 0.

Eq. (2.7) corresponds the situation where f = ρM or f c
1 = 0. On the other hand, if ǫ tends

to 0 but σ does not, the coefficient a5 differs from the related coefficient c2 in (2.15) as

they are

a5 =

∫ 2π

0
cosθ sinθM(θ) sinθdθ
∫ 2π

0
sinθM(θ) sinθdθ

, c2 =

∫ 2π

0
cosθ sinθM(θ)ψ(θ)dθ
∫ 2π

0
sinθM(θ)ψ(θ)dθ

,

where ψ is the generalized collisional invariant — cf. Ref. [14]. Fig. 1 shows the depen-

dence of a5 − c2 on σ. One can see that if σ → 0 (i.e. no noise), then a5 − c2 → 0. The

equation (2.15) can be recovered from the moment model if one pass to the limit as ǫ→ 0

and σ→ 0. The constraint |Ω|= 1 in (2.8) is also included the moment system.

4. Properties of Moment Systems

4.1. Hyperbolicity

The hyperbolicity of the moment system (3.8) will be established if we show that the

matrix DN is invertible and for any α,β ∈ R, the matrix αJ c
N
+ βJ s

N
can be diagonalised

with real eigenvalues. Let us start with the invertibility of DN .

Proposition 4.1. The matrix DN defined by Eq. (3.9) is invertible.

Proof. The determinant of the matrix DN in (3.9) is det(DN ) = −(
˜̃DN )

T
N+2FN , where

( ˜̃DN )
T
N+2

denotes the (N + 2)-th row of the matrix ˜̃DT
N

. According to Proposition 3.3, we
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obtain

�

D̃N

�

i,N+2
= −

∫ 2π

0

(PN )i(θ)d
(PN )N+2(θ)

M(θ)
= −

∫ 2π

0

(PN )i(θ)d(B1,1 sinθ)

= −b

∫ 2π

0

(PN )i(θ) cosθdθ = −b〈cosθM(θ), (PN )i(θ)〉M(θ )

=









−ba0, if i = 0,

−ba1, if i = 1,

0, otherwise.

Note that b is the (1,1)-entry of the matrix BN , and a0, a1, evaluated in Proposition 3.5,

satisfy the inequality a0 f c
0 + a1 f c

1 > 0. Thus, det(DN ) = b(a0 f c
0 + a1 f c

1 ) 6= 0.

Now we can formulate the main result of this section.

Proposition 4.2. The moment system (3.8) is hyperbolic in time.

Proof. Since J c
N

and J s
N

are real symmetric matrices — cf. Proposition 3.2, so is the linear

combination αJ c
N
+ βJ s

N
, α,β ∈ R. Therefore, the matrix αJ c

N
+ βJ s

N
can be diagonalised

with real eigenvalues. Combing this with Proposition 4.1, we obtain the result.

Remark 4.1. Hyperbolicity plays an important role in theoretical analysis. The absence of

it could lead to ill-posed equations and unphysical solutions — cf. Ref. [3].

4.2. Rotational invariance

Proposition 4.3. The moment system (3.8) is invariant under the rotation transformation

�

x ′

y ′

�

=

�

cosα sinα

− sinα cosα

��

x

y

�

,

θ ′ =θ −α, θ̄ ′ = θ̄ −α.

Proof. Let f̃ N = ( f
c

0 , · · · , f c
N , f s

1 , · · · , f s
N )

T and f̃
′
N = (( f

c
0 )
′, · · · , ( f c

N )
′, ( f s

1 )
′, · · · , ( f s

N )
′)T,

respectively, be the expansion coefficients of the functions f (t, x , y,θ) and f ′(t, x ′, y ′,θ ′).

The identity f (t, x , y,θ) = f ′(t, x ′, y ′,θ ′) yields

∂ f̃
T

N

∂ t
=
∂ f̃ ′

T

N

∂ t
,

∂ θ̄

∂ t
=
∂ θ̄ ′

∂ t
,

∂ f̃
T

N

∂ x
= cosα

∂ f̃ ′
T

N

∂ x ′
− sinα

∂ f̃ ′
T

N

∂ y ′
,

∂ θ̄

∂ x
= cosα

∂ θ̄ ′

∂ x ′
− sinα

∂ θ̄ ′

∂ y ′
,

∂ f̃
T

N

∂ y
= sinα

∂ f̃ ′
T

N

∂ x ′
+ cosα

∂ f̃ ′
T

N

∂ y ′
,

∂ θ̄

∂ y
= sinα

∂ θ̄ ′

∂ x ′
+ cosα

∂ θ̄ ′

∂ y ′
.
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Using the equations

J c
N
(θ̄ ) = cos θ̄ J1

N
− sin θ̄ J2

N
, J s

N
(θ̄ ) = sin θ̄ J1

N
+ cos θ̄ J2

N
,

J c
N (θ̄
′) = cos θ̄ ′J1

N − sin θ̄ ′J2
N , J s

N (θ̄
′) = sin θ̄ ′J1

N + cos θ̄ ′J2
N ,

we obtain

∂ f̃
T

N

∂ x
J c

N
(θ̄) +

∂ f̃
T

N

∂ y
J s

N
(θ̄ )

= cos θ̄ ′
∂ f̃ ′

T

N

∂ x
J1

N (θ̄ )− sin θ̄ ′
∂ f̃ ′

T

N

∂ x
J2

N (θ̄) + sin θ̄ ′
∂ f̃ ′

T

N

∂ y
J1

N (θ̄ ) + cos θ̄ ′
∂ f̃ ′

T

N

∂ y
J2

N (θ̄ )

=
∂ f̃ ′

T

N

∂ x ′
J c

N (θ̄
′) +

∂ f̃ ′
T

N

∂ y ′
J s

N (θ̄
′),

∂ θ̄

∂ x
J c

N
(θ̄ ) +

∂ θ̄

∂ y
J s

N
(θ̄ ) =

∂ θ̄ ′

∂ x ′
J c

N
(θ̄ ′) +

∂ θ̄ ′

∂ y ′
J s

N
(θ̄ ′),

f̃
T

NQN = f̃ ′
T

NQN ,

so that F ′
N
= (I − eN+2eT

N+2
) f̃
′
N
+ θ̄ ′eN+2. We can substitute it into Eq. (3.8) and the proof

of Proposition 4.3 follows.

4.3. Mass conservation

Let us note another property of the moment system.

Proposition 4.4. The moment system (3.8) preserves the mass-conservation.

Proof. Since ρ = f c
0

, one has to check whether f c
0

stays unchanged. Simple calculations

show that the first equation in the moment system is

∂ f c
0

∂ t
+∇x ·
�

(a0 f c
0
+ a1 f c

1
)Ω
�

= 0,

where a0 and a1 are the same as in Proposition 3.5 and Ω = (cos θ̄ , sin θ̄)T. Since the

equation is in the divergence form, the mass conservation is kept by the convective term.

According to Proposition 3.4, the matrix QN has zero first row and zero first column. Thus

the first entry in Q̃T
N FN is equal to 0, which does not change f c

0
, hence the moment system

(3.8) is mass-conservative.

5. Numerical Experiments

In this section we carry out numerical experiments to examine the main features of the

hyperbolic moment systems (3.7)-(3.8).
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5.1. Grad type expansions for various θ̄

Let us start from the relationship between the Grad type expansions of density distri-

bution for different θ̄ .

Proposition 5.1. If

ΠN[θ̄1] f =

2N
∑

k=0

f̃ 1
k
(PN )k(θ − θ̄1), ΠN [θ̄2] f =

2N
∑

k=0

f̃ 2
k
(PN )k(θ − θ̄2),

then

[ f̃ 2
0 , · · · , f̃ 2

2N ]
T = TN (θ̄1 − θ̄2)[ f̃

1
0 , · · · , f̃ 1

2N ]
T, (5.1)

where

TN (θ̄ ) =

�

AN O

O BN

�

XN (θ̄ )

�

A−1
N O

O B−1
N

�

,

the entries ai, j, bi, j of the matrices AN = (ai, j)(N+1)×(N+1), BN = (bi, j)N×N , are defined by

relations (3.1) and

XN (θ) =



























1 0 · · · · · · 0

0 cos(θ) O − sin(θ) O
.. .

. . .
... O cos(Nθ) O − sin(Nθ)
... sin(θ) O cos(θ) O

.. .
. . .

0 O sin(Nθ) O cos(Nθ)



























.

Proof. We first consider the connections between basis functions. Setting

E c
N (θ) ¬
�

1, cosθ , · · · , cos(Nθ)
�T

, E s
N (θ) ¬
�

sinθ , · · · , sin(Nθ)
�T

,

H c
N (θ) ¬
�

H c
0
(θ), H c

1
(θ), · · · , H c

N (θ)
�T

, H s
N (θ) ¬
�

Hs
1(θ), Hs

2(θ), · · · , Hs
N (θ)
�T

,

and taking into account the representations

E c
N
(θ − θ̄2)

=









1 0 · · · · · · 0

0 cos(θ̄1−θ̄2) O −sin(θ̄1−θ̄2) O
...

. . .
. . .

0 O cos(N (θ̄1−θ̄2)) O −sin(N (θ̄1−θ̄2))








×

�

E c
N (θ−θ̄1)

E s
N (θ−θ̄1)

�

,

Es
N (θ − θ̄2)

=





sin(θ̄1−θ̄2) O cos(θ̄1−θ̄2) O
. . .

. . .

O sin(N (θ̄1 − θ̄2)) O cos(N (θ̄1 − θ̄2))



×

�

E c
N
(θ−θ̄1)

E s
N
(θ−θ̄1)

�

,
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we obtain

�

H c
N
(θ − θ̄2)

H s
N
(θ − θ̄2)

�

=

�

AN O

O BN

�

XN (θ̄1 − θ̄2)

�

A−1
N

O

O B−1
N

��

H c
N
(θ − θ̄1)

H s
N
(θ − θ̄1)

�

=TN (θ̄1 − θ̄2)

�

H c
N (θ − θ̄1)

H s
N (θ − θ̄1)

�

.

Let T̃N (θ̄1 − θ̄2) be the matrix connecting the vectors PN (θ − θ̄1) and PN (θ − θ̄2) — i.e.

PN (θ − θ̄1) = T̃N (θ̄1 − θ̄2)PN (θ − θ̄2). Then

(T̃N )i j(θ̄1 − θ̄2) =

∫ 2π

0

(PN )i(θ − θ̄1)(PN ) j(θ − θ̄2)/M(θ − θ̄2)dθ

=

∫ 2π

0

(HN )i(θ − θ̄1)(HN ) j(θ − θ̄2)M(θ − θ̄1)dθ = (TN ) ji(θ̄1 − θ̄2),

where (HN )i the i-th component of the vector
�

H c
N

, H s
N

�T
. Thus T̃N (θ̄1− θ̄2) = T ′N (θ̄1− θ̄2)

and since

ΠN f = [ f̃ 1
0 , · · · , f̃ 1

2N ]PN (θ − θ̄1) = [ f̃
1

0 , · · · , f̃ 1
2N ]T̃N (θ̄1 − θ̄2)PN (θ − θ̄2)

= [ f̃ 2
0 , · · · , f̃ 2

2N ]PN (θ − θ̄2),

we obtain

[ f̃ 2
0 , · · · , f̃ 2

2N ]
T = TN (θ̄1 − θ̄2)[ f̃

1
0 , · · · , f̃ 1

2N ]
T,

which completes the proof.

5.2. Numerical scheme

We consider a uniform spatial grid {(x i, y j), i, j ∈ Z} with the stepsizes ∆x = x i+1 −
x i and ∆y = y j+1 − y j. The grid {tn+1 = tn + ∆t, n ∈ N} in t-direction has stepsize

∆t = CCFL∆x , where CCFL is the Courant-Friedrichs-Lewy number. The approximations of

f and θ̄ at the point (tn, x i, y j) are, respectively, denoted by f n
i, j

and θ̄ n
i, j

. Consequently,

(Π f )n
i, j

:= ΠN [θ̄
n
i, j
] f n

i, j
. Similarly to Ref. [5], here we only consider the first-order semi-

implicit operator-splitting numerical scheme for the systems (3.7) and (3.8) divided into

convection and collision steps

ΠN [θ̄
n
i, j] (Π f )n∗i, j = (Π f )ni, j −

∆t

∆x

h
�

ΠF−
�n

i+ 1
2 , j
−
�

ΠF+
�n

i− 1
2 , j

i

,

ΠN [θ̄
n∗
i, j
](Π f )n∗∗

i, j
= (Π f )n∗

i, j
−
∆t

∆y

h
�

ΠF−
�n∗

i, j+ 1
2
−
�

ΠF+
�n∗

i, j− 1
2

i

,

ΠN [θ̄
n∗∗
i, j ]

�

(Π f )n+1
i, j
− (Π f )n∗∗

i, j

∆t

�

= ΠN [θ̄
n∗∗
i, j ]Q
�

(Π f )n+1
i, j

�

, (5.2)
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with the numerical non-conservative HLL fluxes — cf. Refs. [5, 26]. For example, the flux
in x -direction is

�

ΠF−
�n

i+ 1
2 , j
=





























ΠN [θ̄
n
i, j
]
�

cosθ(Π f )n
i, j

�

, 0¶ λL

i+ 1
2 , j

,

λR

i+ 1
2 , j
ΠN [θ̄

n
i, j
]
�

cosθ(Π f )n
i, j

�

−λL

i+ 1
2 , j
ΠN [θ̄

n
i, j
]
�

cosθΠN [θ̄
n
i, j
](Π f )n

i+1, j

�

λR

i+ 1
2 , j
−λL

i+ 1
2 , j

+

λL

i+ 1
2 , j
λR

i+ 1
2 , j

�

ΠN [θ̄
n
i, j
](Π f )n

i+1, j
− (Π f )n

i, j

�

λR

i+ 1
2 , j
−λL

i+ 1
2 , j

, λL

i+ 1
2 , j
< 0< λR

i+ 1
2 , j

,

ΠN [θ̄
n
i, j
]
�

cosθΠN [θ̄
n
i, j
](Π f )n

i+1, j

�

, 0¾ λR

i+ 1
2 , j

,

�

ΠF+
�n

i− 1
2 , j
=





























ΠN [θ̄
n
i, j
]
�

cosθΠN [θ̄
n
i, j
](Π f )n

i−1, j

�

, 0¶ λL

i− 1
2 , j

,

λR

i− 1
2 , j
ΠN [θ̄

n
i, j
]
�

cosθΠN [θ̄
n
i, j
](Π f )n

i−1, j

�

−λL

i− 1
2 , j
ΠN [θ̄

n
i, j
]
�

cosθ(Π f )n
i, j

�

λR

i− 1
2 , j
−λL

i− 1
2 , j

+

λL

i− 1
2 , j
λR

i− 1
2 , j

�

(Π f )n
i, j
−ΠN [θ̄

n
i, j
](Π f )n

i−1, j

�

λR

i− 1
2 , j
−λL

i− 1
2 , j

, λL

i− 1
2 , j
< 0< λR

i− 1
2 , j

,

ΠN [θ̄
n
i, j
]
�

cosθ(Π f )n
i, j

�

, 0¾ λR

i− 1
2 , j

,

where λL

i± 1
2 , j
=min{λmin

i, j
,λmin

i±1, j
}, λR

i± 1
2 , j
=max{λmax

i, j
,λmax

i±1, j
}, λmin

i, j
and λmax

i, j
refer to mini-

mal and maximal eigenvalues of the matrix J c
N
(θ̄ ) evaluated at the point (x i, y j).

Remark 5.1. As was shown before, the eigenvalues of the moment system are located in

the interval [−1,1]. However, their exact values are not known and numerical calculation is

a time-consuming operation. Therefore, in practice, we can take λmax = 1 and λmin = −1.

The HLL scheme then reduces to the Lax-Friedrichs scheme, and numerical experiments

show no substantial difference in these approaches.

Remark 5.2. The numerical scheme preserves the constraints, since at the moment tn,

we first update the value θ̄ n∗ and then transform the expansion related to the basis at θ̄ n

into expansion related to θ̄ n∗. The relations (3.13) and (3.14) are also valid for the basis

connected with the point θ̄ n∗, so that f s
1 = 0 and a0 f c

0
+ a1 f c

1
> 0. The same is true for the

time level tn∗ and tn∗∗.

Proposition 5.2. For any θ̄1, θ̄2, the equation

ΠN [θ̄1] f = ΠN [θ̄1]ΠN [θ̄2] f (5.3)

holds.

Proof. Considering the expressions

ΠN [θ̄1] f =

2N
∑

k=0

f̃ 1
k
(PN )k(θ − θ̄1), ΠN [θ̄2] f =

2N
∑

k=0

f̃ 2
k
(PN )k(θ − θ̄2),
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and applying the identity (5.1), we obtain

[ f̃ 2
0 , · · · , f̃ 2

2N ]
T = TN (θ̄1 − θ̄2)[ f̃

1
0 , · · · , f̃ 1

2N ]
T.

The mapping ΠN[θ̄1]ΠN [θ̄2] f transfers ΠN[θ̄2] f , represented in the θ̄2-basis, into the cor-

responding representation in θ̄1-basis, so that

TN (θ̄2 − θ̄1)[ f̃
2

0
, · · · , f̃ 2

2N
]T = TN (θ̄2 − θ̄1)TN (θ̄1 − θ̄2)[ f̃

1
0

, · · · , f̃ 1
2N
]T = [ f̃ 1

0
, · · · , f̃ 1

2N
]T,

and the proof is completed.

Thus in order to determine the coefficients of fi, j in ΠN [θ̄
n∗
i, j
], we first calculate the

coefficients of fi, j in ΠN[θ̄
n
i, j
], the value θ̄ n∗, and use the identity (5.3) with the transition

matrix (5.1).

In summary, the numerical scheme is organised as follows:

(a) Update the x -convective step and obtain ΠN [θ̄
n
i, j
](Π f )n∗

i, j
.

(b) Compute θ̄ n∗ and establish (Π f )n∗
i, j

.

(c) Update the y-convective step and obtain ΠN [θ̄
n∗
i, j
](Π f )n∗∗

i, j
.

(d) Compute θ̄ n∗∗ and establish (Π f )n∗∗
i, j

.

(e) Update the collision step and derive ΠN [θ̄
n∗∗
i, j
](Π f )n+1

i, j
.

(f) Compute θ̄ n+1 and (Π f )n+1
i, j

. Set n := n+ 1 and goto (a).

Note that the collision step is updated via an implicit scheme. The matrix QN is substi-

tuted into (5.2), so that

ΠN[θ̄
n∗∗
i, j ](Π f )n+1

i, j = ΠN[θ̄
n∗∗
i, j ](I −∆tQN )

−1(Π f )n∗∗i, j . (5.4)

Proposition 5.3. The implicit discretisation (5.4) is unconditionally stable.

Proof. Since QN is semi-negative definite matrix, all its eigenvalues λ are non-positive.

It follows that the eigenvalues of (I −∆tQN )
−1 satisfy the inequality 0¶ (1−∆tλ)−1 ¶ 1,

implying the unconditional stability of the procedure (5.4).

Remark 5.3. One of drawbacks of the model reduction by operator projection is the non-

conservativity of the moment system derived — cf. Ref. [13]. It is interesting to know how

this factor influences the corresponding numerical solution. However, the present work

does not deal with numerical methods for non-conservative moment systems, in which case

approximate solutions still converge to the solution obtained by spectral methods in our

numerical experiments. Let us note Refs. [19, 20], where numerical methods for partially

conservative moment systems for the Boltzmann equation are considered.
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5.3. Reflection boundaries

The reflection boundaries can be treated analogously to upwind schemes. As an exam-

ple, we consider the left boundary in x direction. For any j, the macroscopic numerical

flux
�

ΠF+
�

− 1
2 , j

at the left boundary is defined as (Π f )0, j if cosθ ¶ 0 and as the reflection

of (Π f )0, j if cosθ > 0 — i.e.

�

ΠF+
�

− 1
2 , j
=

¨

cosθ(Π f )0, j(θ), cosθ ¶ 0,

cosθ(Π f )0, j(π− θ), cosθ > 0.

Expanding
�

ΠF+
�n

− 1
2 , j

in PN (θ − θ̄0, j), we obtain

(ΠF+)− 1
2 , j =

2N
∑

k=0

F̃k(PN )k(θ − θ̄0, j), (5.5)

where

F̃k =

∫

cosθ¶0

cosθ(Π f )0, j(θ)(PN )k(θ − θ̄0, j)
dθ

M(θ − θ̄0, j)

+

∫

cosθ>0

cosθ(Π f )0, j(π− θ)(PN )k(θ − θ̄0, j)
dθ

M(θ − θ̄0, j)
.

In particular, the coefficient F̃0 in (5.5) is

F̃0 =

∫ 3π/2

π/2

cosθ(Π f )0, j(θ)dθ +

∫ π/2

−π/2

cosθ(Π f )0, j(π− θ)dθ

=

∫ 3π/2

π/2

cosθ(Π f )0, j(θ)dθ +

∫ π/2

3π/2

cos t(Π f )0, j(t)dt = 0,

so that our approach to the reflection boundary does not destroy the mass-conservation.

5.4. Numerical results

We apply the 2-D moment system scheme to three Riemann problems with solutions

homogeneous in the y-direction and also to a vortex formation problem, comparing our

results to the spectral method solutions in Ref. [14].

For Riemann problems, the computational domain in the x -direction is [−5,5], the CFL

number 0.5, and σ = 0.2.

Example 5.1 (Rarefaction wave). The initial density ρǫ and velocity angle θ̄ ǫ for the first

Riemann problem having a rarefaction wave solution, are

(ρǫ, θ̄ ǫ) =

¨

(2,1.7), x < 0,

(0.218,0.5), x > 0,
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Table 1: Computational parameters.

ǫ The interaction time scale

σ Noise, 0.2

CC F L CFL number, 0.5

∆x Mesh step for x -direction, 0.00125∼ 0.01

∆y Mesh step for y-direction, 0.00125∼ 0.01

∆t Time step ∆t = CCFL∆x

N Number of the moments

Nv Number of discrete velocities in the spectral method

n Number of grid points in x - or y- direction

Table 2: Example 5.1: Relative ℓ1
error of ρǫ, θ̄ ǫ and estimated CPU times (se
onds) with respe
t to N

or Nv with 2000 
ells.

ǫ = 1

N 1 2 3 4 5 6 7 8

CPU time 16.3 30.7 48.2 61.8 85.5 111.9 140.5 160.7

ℓ1 error (ρǫ) 6.93e-01 8.94e-02 2.72e-02 2.73e-02 2.67e-02 2.73e-02 2.75e-02 2.76e-02

ℓ1 error (θ̄ ǫ) 3.15e-01 4.07e-02 2.50e-02 2.32e-02 2.37e-02 2.40e-02 2.42e-02 2.43e-02

Nv 8 10 12 14 16 18 20 22

CPU time 66.2 95.6 142.2 196.5 255.2 334.6 427.1 500.0

ℓ1 error (ρǫ) 5.59e-01 1.13e-01 2.57e-02 1.05e-02 1.02e-02 1.02e-02 9.78e-03 1.01e-02

ℓ1 error (θ̄ ǫ) 2.61e-01 6.15e-02 1.36e-02 8.55e-03 8.17e-03 8.72e-03 8.28e-03 8.65e-03

ǫ = 0.01

N 1 2 3 4 5 6 7 8

CPU time 16.9 31.3 44.5 57.1 79.9 99.8 130.4 156.6

ℓ1 error (ρǫ) 8.87e-02 7.39e-02 7.93e-02 8.21e-02 8.35e-02 8.44e-02 8.49e-02 8.53e-02

ℓ1 error (θ̄ ǫ) 8.64e-02 6.22e-02 6.55e-02 6.75e-02 6.86e-02 6.93e-02 6.98e-02 7.00e-02

Nv 8 10 12 14 16 18 20 22

CPU time 71.8 100.1 146.3 195.1 258.7 316.2 404.2 486.5

ℓ1 error (ρǫ) 3.31e+00 3.69e-01 1.84e-02 2.15e-02 1.81e-02 2.10e-02 1.89e-02 2.07e-02

ℓ1 error (θ̄ ǫ) 3.63e-01 2.30e-02 1.10e-02 1.52e-02 1.25e-02 1.47e-02 1.31e-02 1.45e-02

and the von Mises distribution serves as an initial particle distribution function.

Figs. 2 and 3 show the densities ρǫ and macroscopic velocity angles θ̄ ǫ at t = 4 for

ǫ = 1 and ǫ = 0.01, respectively. The solid line represents the reference solution obtained

by a spectral method with 4000 cells and Nv = 32.

Note that for N > 1, our results agree well with the reference solution. Moreover, for

small ǫ, the reference solutions are better approximated by our method and even a small

number of moments provides better approximation for original kinetic model than spectral

methods. Table 2 lists the relative ℓ1 errors of ρǫ, θ̄ ǫ and CPU time for the moment and

spectral methods. The error dynamic for ρǫ and θ̄ ǫ is similar. Therefore, in what follows

we only display it for ρǫ. If ǫ = 1, the error of the moment method with N = 3 is lower
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Figure 2: Example 5.1: The densities and ma
ros
opi
 velo
ity angles for moment and spe
tral methods

with 2000 spa
e 
ells; ǫ = 1, t = 4. The moment numbers N are 1, 4, 8; the grid numbers in velo
ity

for spe
tral method are Nv = 8, 10, 12. The solid line represents the referen
e solution obtained by the

spe
tral method with Nv = 32 and 4000 spa
e 
ells.

than the spectral method with Nv = 10 and CPU time is 48.2 and 95.6, respectively. If

ǫ = 0.01, the error of the moment method with N = 2 is lower than the spectral method

with Nv = 10. The CPU time is 31.3 and 100.1, respectively. Thus the moment method

requires smaller number N to achieve similar results.

Example 5.2 (Shock wave). The initial data for the second Riemann problem are

(ρǫ, θ̄ ǫ) =

¨

(1,1.5), x < 0,

(2,1.83), x > 0.

Figs. 4 and 5 show the densities ρǫ and macroscopic velocity angles θ̄ ǫ at t = 4 for

ǫ = 1 and ǫ = 0.01. The solid line represents the reference solution obtained by the

spectral method with 4000 cells, Nv = 32.

Note for N > 1, the results obtained by the moment system method are consistent

with the reference solution. Moreover, for small ǫ, the moment method provides better

approximation for the shock wave solution than the spectral method. Table 3 shows the

relative ℓ1-error for ρǫ and CPU time. If ǫ = 1, the results for N = 2 are better than for
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Figure 3: Same as in Fig. 2 but for ǫ = 0.01.

Table 3: Example 5.2: Same as in Tab. 2 but for Example 5.2.

ǫ = 1

N 1 2 3 4 5 6 7 8

CPU time 19.0 30.4 44.1 57.5 79.1 99.1 130.5 155.4

ℓ1 error 9.17e-02 4.06e-03 4.79e-03 5.09e-03 5.21e-03 5.27e-03 5.32e-03 5.35e-03

Nv 8 10 12 14 16 18 20 22

CPU time 65.0 87.9 124.6 162.6 217.5 268.2 342.9 420.5

ℓ1 error 1.68e-01 1.13e-02 2.38e-03 1.72e-03 1.69e-03 1.72e-03 1.69e-03 1.72e-03

ǫ = 0.01

N 1 2 3 4 5 6 7 8

CPU time 19.8 30.9 43.4 56.8 79.1 98.6 129.6 154.9

ℓ1 error 1.96e-02 1.47e-02 1.54e-02 1.59e-02 1.62e-02 1.64e-02 1.66e-02 1.67e-02

Nv 8 10 12 14 16 18 20 22

CPU time 55.4 79.7 116.1 152.1 207.5 267.9 333.6 408.8

ℓ1 error 3.57e+00 2.57e-01 2.82e-02 5.41e-03 4.88e-03 5.08e-03 4.92e-03 5.07e-03

Nv = 10 and CPU time is, respectively, 30.4 and 87.9. If ǫ = 0.01, CPU time for N = 2
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Figure 4: Example 5.2: The densities and ma
ros
opi
 velo
ity angles for 2000 spa
e 
ells; t = 4, ǫ = 1.
The moment numbers N are 1, 4, 8; the grid numbers in velo
ity for the spe
tral method Nv are 10, 12, 14.
The solid line represents the referen
e solution obtained by the spe
tral method with Nv = 32 and 4000

ells.

and Nv = 12 is, respectively, 30.9 and 116.1. Thus the moment method overperforms the

spectral method.

For N = 1, there is a sub-shock approximately at the point x = −2.5. The increase of

ǫ and the density ratio produces more solution sub-shocks in both moment and spectral

methods — cf. Refs. [2,19].

Example 5.3 (Contact discontinuity). The initial data for the third Riemann problem are

(ρǫ, θ̄ ǫ) =

¨

(1,1), x < 0,

(1,−1), x > 0.

Figs. 6 and 7 shows the densities ρǫ and macroscopic velocity angles θ̄ ǫ at t = 4 for

ǫ = 1 and ǫ = 0.01. The solid line represents the reference solution obtained by the spectral

method with 8000 cells, Nv = 32.

Note for ǫ = 1, N > 5 and for ǫ = 0.01, N > 4 the results for the moment system

method are consistent with the reference solution. The convergence is faster for smaller ǫ.

Table 4 shows the relative ℓ1-error for ρǫ and CPU time. Comparing CPU time for N = 7,
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Figure 5: Same as in Fig. 4 but for ǫ = 0.01.

Table 4: Example 5.3: Same as in Tab. 2 but for Example 5.3 with 4000 
ells.

ǫ = 1

N 1 2 3 4 5 6 7 8

CPU time 78.4 121.7 170.9 228.4 308.5 392.4 506.5 608.9

ℓ1 error 1.41e+00 5.92e-01 5.11e-01 8.86e-02 2.92e-02 1.27e-02 7.72e-03 9.95e-03

Nv 8 10 12 14 16 18 20 22

CPU time 232.8 342.6 511.7 701.8 1000.3 1170.9 1506.4 1783.1

ℓ1 error 2.69e-01 1.22e-01 1.05e-02 5.82e-03 2.68e-03 2.76e-03 2.71e-03 2.66e-03

ǫ = 0.01

N 1 2 3 4 5 6 7 8

CPU time 76.0 119.7 167.5 224.0 300.8 384.4 499.2 606.5

ℓ1 error 4.81e-01 7.21e-02 4.51e-02 4.17e-02 4.24e-02 4.30e-02 4.34e-02 4.36e-02

Nv 8 10 12 14 16 18 20 22

CPU time 237.2 335.6 516.4 636.5 875.2 1099.9 1389.7 1687.1

ℓ1 error 4.99e+00 8.91e-01 1.57e-02 1.19e-02 1.04e-02 1.12e-02 1.06e-02 1.11e-02

Nv = 12, ǫ = 1 and for N = 4, Nv = 10, ǫ = 0.01, we observe that for smaller ǫ the moment

method is more efficient.
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Figure 6: Example 5.3: The densities and ma
ros
opi
 velo
ity angles for ǫ = 1, t = 4. Both the moment

method and spe
tral method use 4000 
ells in spa
e. The moment number N is 3, 5, 8 and the grid

number in velo
ity of the spe
tral method is Nv = 10, 12, 14. The solid line is the referen
e solution

obtained by using the spe
tral method with Nv = 32 and 8000 
ells.

Example 5.4 (Vortex formation). The computational domain is the square [−5,5]×[−5,5]

with reflection boundary conditions, divided by the uniform square mesh {(x i, y j)|x i =

−5+ i∆x , y j = −5+ j∆y, i, j = 0,1, · · · , n− 1}. The initial data are

f (0, x i, y j ,θ) =
1

2π
, θ̄ (0, x i, y j) =

(

0, x < 4.5,
π

2
, otherwise.

After a transient period, the solution converges to a steady state vortex-type formation.

In numerical simulation, we add a perturbation to the initial velocity direction on

the right boundary to ensure that the final steady state is a counterclockwise rotation.

Fig. 13(b) shows the density ρ at time t. The computations stop if the relative ℓ2-error

for the density for two successive iterations — evaluated at t = 200,400,800,1000,1200,

1400,1600,1800,2000,2200, 2400,2800,3000,3200,3400,3600,4000 — is smaller than

1.5× 10−3.

Figs. 8-9 show the density and velocity for the moment methods with ǫ = 1, n = 20,

where thirteen equally spaced contours are chosen from 0 to 2.4 with the step 0.2. Figs. 10-
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Figure 7: Same as in Fig. 6 but for ǫ = 0.01 and N = 1, 4, 8.

11 show the corresponding results for n= 50. In Fig. 12 we also present the results obtained

by the spectral method with n= 50. Fig. 13 shows the average density M(l) over the square

Ω(l) = {(x , y)|max{|x |, |y|}= l} and the relative ℓ2-errors for the density, where

M(l) =
1

4l

∫

Ω(l)

ρds,

N2n20 is the abbreviation for N = 2, n = 20 and spe
n50 for the spectral method with

n= 50. The profiles of M(l) are close to each other with an aberration at the boundary of

the domain (l ≈ 5), which got smaller as the number of moments and mesh cells increases.

The numerical error plots also show that the increase of the time steps diminishes the error,

but the increase of the mesh number n or the moment number N slows the convergence to

the steady state solution.

6. Conclusion

We apply the model reduction method by operator projections to a non-linear kinetic

description of the Vicsek swarming model, deriving the moment systems of arbitrary order.
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Figure 8: Example 5.4: The 
ontours of density obtained by the moment method with 20× 20 
ells.

From left to right: N = 2, 3, 4.
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Figure 9: Same as in Fig. 8 but for the velo
ity arrow diagrams.
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Figure 10: Same as in Fig. 8 but for n= 50.

We study properties of these systems such as hyperbolicity, rotational invariance, mass-

conservation and also the connections between Grad type expansions in different bases.

In order to find solution of the Cauchy problem for the hyperbolic moment systems, we

introduce a semi-implicit scheme and compare it with the existing spectral method for the

kinetic equation. Numerical experiments show that the solutions of the hyperbolic moment

systems can converge to the solutions of the kinetic equation for Vicsek swarming model

when the order of the moment systems increases. Moreover, the moment method cap-
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Figure 11: Same as in Fig. 10 but for the velo
ity arrow diagrams.
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Figure 12: Same as in Figs. 8-11 but for spe
tral method with Nv = 32, n = 50.
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Figure 13: Example 5.4: The average density M(l) in the square Ω(l) and the relative ℓ2
errors of density

to time t.

tures key features of the model, including shock waves, contact discontinuities, rarefaction

waves, and vortex formations. It is also noted that for small ǫ, the moment method is more

efficient than the spectral method in the CPU time.
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