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Abstract. In this paper we develop explicit fast exponential Runge-Kutta methods for
the numerical solutions of a class of parabolic equations. By incorporating the linear
splitting technique into the explicit exponential Runge-Kutta schemes, we are able to
greatly improve the numerical stability. The proposed numerical methods could be
fast implemented through use of decompositions of compact spatial difference opera-
tors on a regular mesh together with discrete fast Fourier transform techniques. The
exponential Runge-Kutta schemes are easy to be adopted in adaptive temporal ap-
proximations with variable time step sizes, as well as applied to stiff nonlinearity and
boundary conditions of different types. Linear stabilities of the proposed schemes and
their comparison with other schemes are presented. We also numerically demonstrate
accuracy, stability and robustness of the proposed method through some typical model
problems.
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1 Introduction

The exponential integrator method is one of the many methods for solving stiff differ-
ential equations, see [7] for a recent review. Due to their stable and high-order accu-
racy for time integration, the exponential integrator based schemes have attracted many
researcher’s interests [2–5, 9, 11, 13–15]. Especially, along with the development of fast
and stable methods for computing or approximating the product of a matrix exponential
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function with a vector (see the review [12]), the exponential integrator methods have be-
come quite efficient and effective in practice. In this paper, we study exponential Runge-
Kutta methods for a class of parabolic equations of the following form:

∂u
∂t

=D∆u− f (t,u), x∈Ω, t∈ [t0,t0+T], (1.1)

where Ω is an open rectangular domain in Rd, T > 0, and D is a positive diffusion co-
efficient. Equations of the above form can represent mathematical models in various
applications like Allen-Cahn equations [1] or Ginzburg-Landau equations in phase tran-
sition modeling. In order to solve the equations like (1.1), some explicit exponential
Runge-Kutta methods have been developed and their numerical analysis were carried
out [2–8, 11–13]. In [4], the authors analyzed the modifications of the expoential time
differencing schemes via complex contour integrations and illustrated that the contour
integration could improve the stability of the time integration. In [6], the authors proved
convergence of explicit exponential Runge-Kutta methods up to order four and also con-
structed some new schemes that do not suffer from order reduction. In [13], the con-
ditional stability of exponential Runge-Kutta methods are analyzed and some sufficient
conditions are given. In [11], a fifth-order explicit exponential Runge-Kutta method with
eight stages was proposed and its convergence was proved for semilinear parabolic prob-
lems.

More recently, in [8], by incorporating the linear splitting techniques (examined in [3,
4]) into the multistep approximation with an analytic evaluations of time exponential
integrations, explicit compact exponential time differencing multistep methods are pro-
posed for semilinear parabolic equations. These methods combine the decompositions
of compact spatial difference operators on a regular mesh and fast discrete Fourier trans-
form techniques to improve computation efficiency. By integrating seamlessly these
well-studied techniques, the proposed compact exponential multistep methods can avoid
solving nonlinear systems but are still stable and efficient to numerically solve semilin-
ear problems. Because the discretization matrix is irreversible in the cases of periodic and
Neumann boundary conditions, it is generally not an easy job to develop fast exponen-
tial methods, however, the compact exponential multistep methods developed in [8] can
be easily applied to the problems with boundary conditions of different types. In this
paper, the exponential Runge-Kutta methods are employed to approximate the temporal
integrals. Compared with the multistep approximations, the exponential Runge-Kutta
methods can be self-started, and more importantly, they are much easier to be imple-
mented for adaptive time step sizes, that often can help to further improve the overall
computation efficiency. In addition, the exponential Runge-Kutta methods are more sta-
ble than the corresponding multistep approaches as shown in Section 4.

The structure of this paper is as follows. In Section 2, we present a general compact
exponential time integration scheme with a linear splitting parameter. Then, in Section 3,
with the Runge-Kutta approximations for temporal integration, we propose fast and sta-
ble exponential Runge-Kutta methods in the compact form. In Section 4, linear stabilities
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are discussed for the proposed schemes. In Section 5, some numerical examples, includ-
ing linear and nonlinear model problems such as the Allen-Cahn equation, are given to
illustrate accuracy, stability and effectiveness of our methods. Finally, some conclusions
are given in Section 6.

2 A general compact exponential time integration scheme with
a linear splitting parameter

In order to maintain the numerical stability in time integration while avoid solving non-
linear systems, the stabilized semi-implicit methods are developed by incorporating the
linear splitting idea into the integration scheme [3, 4, 16]. By introducing a nonnegative
splitting parameter κ, the original parabolic problem (1.1) can be rewritten as the follow-
ing modified form

∂u
∂t

=Lu− f̂ (t,u), x∈Ω, t∈ [t0,t0+T], (2.1)

where
Lu=D∆u−κu, f̂ (t,u)= f (t,u)−κu.

When f (t,u) only depends u, we take the splitting parameter

κ≥ 1
2

max{0,max
u

f ′(u)}, (2.2)

which guaranttes the stability of problem [17]. In this work, we consider the numerical
solution of the above modified parabolic problem with a linear splitting parameter.

2.1 Compact spatial semi-discretization schemes

We recall compact spatial semi-discretization schemes developed in [8]. Consider the
problem in two dimensions with a Dirichlet boundary condition

u= g, (x,y)∈∂Ω, t∈ [t0,t0+T]. (2.3)

Here the spatial domain Ω={xb<x<xe, yb<y<ye} is discretized by a rectangular mesh
which is uniform in each direction as follows: (xi,yj)=(xb+ihx,yb+ jhy) for 0≤i≤Nx and
0≤ j≤Ny with hx =(xe−xb)/Nx and hy =(ye−yb)/Ny.

Denote the numerical solution ui,j = ui,j(t)≈ u(t,xi,yj) for 0≤ i ≤ Nx and 0≤ j ≤ Ny.
The second order accurate central difference discretization scheme is used for the spatial
derivative terms. In this case, the set of unknowns is given as

U=(ui,j)(Nx−1)×(Ny−1)=


u1,1 u1,2 ··· u1,Ny−1

u2,1 u2,2 ··· u2,Ny−1
...

...
. . .

...
uNx−1,1 uNx−1,2 ··· uNx−1,Ny−1


(Nx−1)×(Ny−1)

.
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Let

Ux1=
D
h2

x


g(t,x0,y1) g(t,x0,y2) ··· g(t,x0,yNy−1)

0 0 ··· 0
...

...
. . .

...
0 0 ··· 0

g(t,xNx ,y1) g(t,xNx ,y2) ··· g(t,xNx ,yNy−1)


(Nx−1)×(Ny−1)

,

Uy1=
D
h2

y


g(t,x1,y0) 0 ··· 0 g(t,x1,yNy)
g(t,x2,y0) 0 ··· 0 g(t,x2,yNy)

...
...

...
. . .

...
g(t,xNx−1,y0) 0 ··· 0 g(t,xNx−1,yNy)


(Nx−1)×(Ny−1)

.

In addition, we define

GN =


−2 1 0 0 ··· 0
1 −2 1 0 ··· 0

. . . . . . . . .
0 ··· 0 1 −2 1
0 ··· 0 0 1 −2


N×N

,

and set

A=
D
h2

x
G(Nx−1), B=

D
h2

y
G(Ny−1).

After defining the special operators ⃝x and ⃝y

(A⃝x U)i,j =
Nx−1

∑
l=1

(A)i,lul,j, (B⃝y U)i,j =
Ny−1

∑
l=1

(B)j,lui,l , (2.4)

the spatial semi-discretization of (1.1) can be written as in the following compact form:

dU
dt

=A⃝x U+B⃝y U−κU+W−F (t,U), (2.5)

where F (t,U)=( f̂ (t,ui,j))(Nx−1)×(Ny−1) and W=Ux1+Uy1.

2.2 A general exponential time integration approximation

It is well known that the eigenvalues of GN−1 are

λk
N =−4sin2 kπ

2N
, k=1,2,··· ,N−1.
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Let ΛN =diag(λ1
N ,λ2

N ,. . .,λN−1
N ) and PN =(pi,j)(N−1)×(N−1) with pi,j defined by

pi,j =sin
(2ijπ

N

)
, i, j=1,2,··· ,N−1.

Then we have the eigenvalue decompositions

A=
D
h2

x
PNx ΛNx P−1

Nx
, B=

D
h2

y
PNy ΛNy P−1

Ny
.

Set H=(hi,j)(Nx−1)×(Ny−1), i=1,2,··· ,Nx−1, j=1,2,··· ,Ny−1 with

hi,j =
D
h2

x
λi

Nx
+

D
h2

y
λ

j
Ny
−κ. (2.6)

Clearly we have hi,j ≤−κ≤0.
Let us further discretize the time period as tn = t0+n∆t, n=1,··· ,Nt with ∆t=T/Nt.

Then, a variation of constant formula for the ODE system (2.5) leads to the following
general compact exponential time integration scheme [8],

Un+1=Py⃝y Px⃝x
(
(e∗)H∆t⊙(P−1

y ⃝y P−1
x ⃝x Un)+QW−QF

)
, (2.7)

where

QW =(qW
i,j )(Nx−1)×(Ny−1)=

∫ ∆t

0
W(tn+τ)⊙(e∗)H(∆t−τ)dτ,

W(tn+τ)=(wi,j(tn+τ))(Nx−1)×(Ny−1)=P−1
y ⃝y P−1

x ⃝x W(tn+τ),

and

QF =(qF
i,j)(Nx−1)×(Ny−1)=

∫ ∆t

0
F(tn+τ,U(tn+τ))⊙(e∗)H(∆t−τ)dτ,

F(tn+τ,U(tn+τ))=
(

fi,j(tn+τ,ui,j(tn+τ))
)
(Nx−1)×(Ny−1)

=P−1
y ⃝y P−1

x ⃝x F (tn+τ,U(tn+τ)).

And the operations ”(e∗)” and ”⊙” are defined by

(e∗)H =(ehi,j)(Nx−1)×(Ny−1), (M⊙L)i,j =(L⊙M)i,j =(mi,jli,j).

The detailed derivation of (2.7) may be found in [8]. Here, we omit the details. Then ex-
ponential integration methods can be developed based on (2.7). Here are some remarks:

Remark 2.1. In [8], the multistep approximation with an analytic evaluation of time ex-
ponential integrals is employed to develop the fast explicit integration factor methods for
semilinear parabolic equations.
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Remark 2.2. Here, we will use the Runge-Kutta methods to approximate the temporal
exponential integrals. Compared with the exponential multistep approximation, the ex-
ponential Runge-Kutta method can be self-started and is easily implemented. And it is
also much easy for the exponential Runge-Kutta method to adopt the adaptive temporal
approximations with variable time step sizes that may help to further improve the over-
all computation efficiency. Additionally, the exponential Runge-Kutta method is more
stable than the exponential multistep method as shown in Section 4.

3 Efficient and stable exponential Runge-Kutta methods

3.1 Approximations of the boundary integral

For the evaluation of the integral QW resulted from the boundary conditions, as in [8],
we take the uniform interpolation points tn+

i
r ∆t, (0≤i≤r for r>0) and use the Lagrange

interpolation polynomial of degree r to approximate W(tn+τ):

PW
r (τ)=

r

∑
s=0

ωr,s(τ)W
(

tn+
s
r

∆t
)

(3.1)

with the standard Lagrange basis function

ωr,s(τ)=
r

∏
l=0
l ̸=s

rτ/∆t−l
(s−l)

.

Then we have

W(tn+τ)≈PW
r (τ)+O(∆tr+1). (3.2)

Define

Sr,s =(α
(r,s)
i,j )(Nx−1)×(Ny−1), (3.3)

where

α
(r,s)
i,j =

∫ ∆t

0
ehi,j(∆t−τ)ωr,s(τ)dτ.

We then approximate QW as

QW ≈QW
r ,

r

∑
s=0

W
(

tn+
s
r

∆t
)
⊙Sr,s, (3.4)

which is (r+1)-th order accurate.
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3.2 Efficient and stable exponential Runge-Kutta methods

Combining the compact spatial semi-discretization schemes with the exponential Runge-
Kutta schemes for time integration as proposed in [2], we can derive the efficient and
stable exponential Runge-Kutta methods. The first order efficient and stable exponential
Runge-Kutta scheme is as same as the first order exponential multistep scheme presented
in [8]. Here the value of F(tn,Un) is employed to approximate the nonlinear term F(tn+
τ,U(tn+τ)). That is

F(tn+τ,U(tn+τ))≈F(tn,Un)+O(∆t).

Define 

ϕ0=
∫ ∆t

0
ehi,j(∆t−τ)dτ=− 1

hi,j
(1−ehi,j∆t), hi,j ̸=0,

ϕs =
∫ ∆t

0

( τ

∆t

)s
ehi,j(∆t−τ)dτ=− 1

hij

(
1− sϕs−1

∆t

)
, s=1,2,3, hi,j ̸=0,

ϕ0=∆t, ϕ1=
∆t
2

, ϕ2=
∆t
3

, ϕ3=
∆t
4

, hi,j =0.

(3.5)

Denote Wn+l =W(tn+l∆t). Then, with (2.7) and (3.4), the first order efficient and stable
exponential scheme can be written as

Un+1=Py⃝y Px⃝x
(
(e∗)H∆t⊙(P−1

y ⃝y P−1
x ⃝x Un)+Wn⊙ϕ0−Fn⊙ϕ0

)
, (3.6)

where Fn =F(tn,Un).

3.2.1 The second order efficient and stable exponential Runge-Kutta scheme

Similar to the ”improved Euler” scheme, the second order exponential Runge-Kutta
method is a 2-stage method. We first compute the approximation of U(tn+∆t) by the
first order scheme

Ũn+1=Py⃝y Px⃝x
(
(e∗)H∆t⊙(P−1

y ⃝y P−1
x ⃝x Un)+Wn⊙ϕ0−Fn⊙ϕ0

)
. (3.7)

Define θ=τ/∆t. Then, the approximation

F(tn+τ,U(tn+τ))≈ (1−θ)F(tn,Un)+θF(tn+1,Ũn+1)+O(∆t2) (3.8)

is applied on the interval 0≤ τ ≤∆t, and is substituted into the integral QF to yield the
second order efficient and stable exponential Runge-Kutta scheme

Un+1=Py⃝y Px⃝x
(
(e∗)H∆t⊙(P−1

y ⃝y P−1
x ⃝x Un)+(Wn−Fn)⊙S1,0

+(Wn+1−F(tn+∆t,Ũn+1))⊙S1,1

)
, (3.9)

where S1,0 and S1,1 are defined in (3.3).
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3.2.2 The third order efficient and stable exponential Runge-Kutta scheme

The third order exponential Runge-Kutta method is a 3-stage method. We first compute
the approximation of U(tn+∆t/2) by the first order scheme

˜̃Un+1/2=Py⃝y Px⃝x
(
(e∗)H∆t/2⊙(P−1

y ⃝y P−1
x ⃝x Un)+Wn⊙ϕ̂0−Fn⊙ϕ̂0

)
, (3.10)

where

ϕ̂0=
∫ ∆t/2

0
ehi,j(∆t/2−τ)dτ=− 1

hi,j
(1−ehi,j∆t/2), hi,j ̸=0, ϕ̂0=

∆t
2

, hi,j =0. (3.11)

Then, with the value of ˜̃Un+1/2, we compute the approximation of U(tn+∆t) by the first
order scheme

˜̃Un+1=Py⃝y Px⃝x
(
(e∗)H∆t⊙(P−1

y ⃝y P−1
x ⃝x Un)

+(2Wn+1/2−Wn)⊙ϕ0−(2F(tn+1/2, ˜̃Un+1/2)−Fn)⊙ϕ0

)
, (3.12)

where ϕ0 is defined in (3.5) and Fn =F(tn,Un). Then, we have the approximation

F(tn+τ,U(tn+τ))≈(1−2θ)(1−θ)F(tn,Un)+2θ(1−2θ)F(tn+1/2, ˜̃Un+1/2)

+θ(2θ−1)F(tn+1, ˜̃Un+1)+O(∆t3). (3.13)

Substituting the above approximation into the integral QF yields to the compact third
order efficient and stable exponential Runge-Kutta scheme given by

Un+1=Py⃝y Px⃝x
(
(e∗)H∆t⊙(P−1

y ⃝y P−1
x ⃝x Un)+(Wn−Fn)⊙S2,0

+(Wn+1/2−F(tn+1/2, ˜̃Un+1/2))⊙S2,1+(Wn+1−F(tn+1, ˜̃Un+1))⊙S2,2

)
, (3.14)

where S2,0, S2,1 and S2,2 are defined in (3.3).

3.2.3 The fourth order efficient and stable exponential Runge-Kutta scheme

A straightforward extension of the standard fourth order Runge-Kutta method yields a
scheme which is only third order. By varying the scheme and introducing further param-
eters, a fourth order exponential Runge-Kutta scheme is presented in [2]. Here we derive
its efficient and stable form.

First we compute ˜̃U(tn+1/2) by (3.10). Then, with the value of ˜̃Un+1/2, we compute
another approximation of U(tn+∆t/2) by the following first order scheme

˜̃̃Un+1/2=Py⃝y Px⃝x
(
(e∗)H∆t/2⊙(P−1

y ⃝y P−1
x ⃝x Un)

+
(
Wn+1/2−F(tn+1/2, ˜̃Un+1/2)

)
⊙ϕ̂0

)
. (3.15)
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In the above two schemes, ϕ̂0 is defined in (3.11). Next, we compute the approximation
of U(tn+∆t) by the following first-order scheme

˜̃̃Un+1=Py⃝y Px⃝x
(
(e∗)H∆t/2⊙(P−1

y ⃝y P−1
x ⃝x ˜̃Un+1/2)

+(2Wn+1/2−Wn)⊙ϕ̂0−(2F(tn+1/2, ˜̃̃Un+1/2−Fn))⊙ϕ̂0

)
,

where ϕ0 is defined in (3.5) and Fn =F(tn,Un).
Then, with the above approximation, we get the approximation

F(tn+τ,U(tn+τ))≈(1−2θ)(1−θ)F(tn,Un)+θ(1−2θ)
(
(F(tn+1/2, ˜̃Un+1/2)

+F(tn+1/2, ˜̃̃Un+1/2)
)
+θ(2θ−1)F(tn+1, ˜̃̃Un+1)+O(∆t3). (3.16)

Substituting the above approximations into the integral QF yields to the efficient and
stable fourth order exponential Runge-Kutta scheme given by

Un+1=Py⃝y Px⃝x
(
(e∗)H∆t⊙(P−1

y ⃝y P−1
x ⃝x Un)+

(
Wn⊙S3,0+Wn+1/3⊙S3,1

+Wn+2/3⊙S3,2+Wn+1⊙S3,3
)
−
(

Fn⊙S2,0+
1
2
(F(tn+1/2, ˜̃Un+1/2)

+F(tn+1/2, ˜̃̃Un+1/2))⊙S2,1+F(tn+1, ˜̃̃Un+1)⊙S2,2

))
, (3.17)

where Sr,s are defined in (3.3).
As in [8], with the discrete fast Fourier transforms, the overall computation cost of the

efficient and stable exponential Runge-Kutta schemes in two dimensions can be reduced
from O(Nx NyN) to O(Nx Ny log2 N) per time step where N=max{Nx,Ny}, which is very
important especially when N is quite large. The total required memory is obviously
O(N2). With the similar derivations in [8], the efficient and stable exponential Runge-
Kutta schemes can be extended to three dimensional problems and the problems with
other boundary conditions, such as periodic and Neumann boundary conditions.

4 Linear stability

In this section, we consider the linear stability of the proposed exponential Runge-Kutta
method and discuss its comparison with the multistep scheme developed in [8]. We test
the stability on the following linear equation

ut =Lu+λu, (4.1)

with Lu=−qu and a homogeneous Dirichlet boundary condition. We follow [3, 4] and
consider the cases where λ is complex-valued and q is a positive real number that corre-
sponds to a Fourier mode of the self-adjoint and elliptic operator L.
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In the efficient and stable exponential Runge-Kutta schemes, for the above test equa-
tion, we take the splitting parameter κ in an adaptive way as

κ=αmax{0,−Re(λ)}, (4.2)

where Re(λ) is the real part of λ and α is a non-negative constant to control the scale of
splitting. Then, the test equation becomes

ut =(Lu−κu)+(λu+κu).

For the first order scheme, the efficient and stable exponential Runge-Kutta scheme is
as same as the multistep scheme developed in [8]. Thus, they have the same stability
regions as shown in [8]. In the case of homogeneous Dirichlet boundary condition, the
efficient and stable exponential Runge-Kutta schemes is invertible. For the test equation,
the second order Runge-Kutta scheme with the splitting parameter becomes

Un+1=
(

e(−q−κ)∆t+(λ+κ)∆t−1(−q−κ)−2(e(−q−κ)∆t−1)2

+(λ+κ)2∆t−1(−q−κ)−3(e(−q−κ)∆t−1−(−q−κ)∆t
)
(e(−q−κ)∆t−1)

)
Un. (4.3)

In the case of Re(λ)<0, we have the splitting parameter κ=−αRe(λ) according to (4.2).
Set x=Re(λ∆t), y= Im(λ∆t). Here, Im(λ) is the imaginary part of λ. It is easy to get the
amplification factor

ξ=e−(q∆t−αx)+((1−α)x+yi)
(e−(q∆t−αx)−1)2

(q∆t−αx)2

+((1−α)x+yi)2 (e
−(q∆t−αx)−1+(q∆t−αx))(1−e−(q∆t−αx))

(q∆t−αx)3 . (4.4)

We then obtain the boundary locus curve equation of the stability region in the left half
plane (Re(λ)<0) as

|ξ|=1, (4.5)

where Re(λ∆t) and Im(λ∆t) are implicitly defined. Different values of q∆t will give us a
family of boundary curves for stability regions. In the case of Re(λ)≥0, it is easy to see
that κ=α·0=0 from (4.2) for our scheme. Thus, set α=0 in (4.5), we will get the boundary
curve of the stability region in the right half plane (Re(λ)≥0).

Fig. 1(a) illustrates the stability regions (determined by (4.5)) of the second order effi-
cient and stable exponential Runge-Kutta method with κ=max{0,−Re(λ)} for different
values of q∆t=1.0,2.0,4.0. It is easy to find that the stability region gets larger when the
value of q∆t gets bigger. Fig. 2(b) shows the stability regions of the second order efficient
and stable exponential Runge-Kutta scheme with different values of κ=αmax{0,−Re(λ)}
with α=0,0.5,1.0,2.0, for a fixed q∆t=1.0. We observe that the stability region grows larger
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(a) (b)

Figure 1: Stability regions (the left part or interior of the stability boundary cures) of the second order efficient
and stable exponential Runge-Kutta schemes. (a) κ=max{0,−Re(λ)} with q∆t=1.0,2.0,4.0, respectively; (b)
q∆t=1.0 and κ=αmax{0,−Re(λ)} with α=0,0.5,1.0,2.0, respectively.

(a) (b)

Figure 2: Stability regions (the left part or interior of the stability boundary cures) of the second order exponential
muti-step schemes. (a): κ = max{0,−Re(λ)} with q∆t = 1.0,2.0,4.0, respectively; (b): q∆t = 1.0 and κ =
αmax{0,−Re(λ)} with α=0,0.5,1.0,2.0, respectively.

monotonically along with the increasing of κ in the second order exponential Runge-
Kutta scheme.

In [8], the stability regions for the second order exponential multistep schemes were
plotted (as shown in Fig. 2). From the above figures, we can see that the efficient and sta-
ble exponential Runge-Kutta scheme has bigger stability region than the multistep ver-
sion, which implies that the former is more stable than the later. In order to show clearly
this, we plot the stability regions of both the efficient and stable exponential Runge-Kutta
scheme and the exponential multistep scheme in Fig. 3. Once again, Fig. 3 show that the
efficient and stable exponential Runge-Kutta schemes are more stable than the exponen-
tial multistep scheme developed in [8].
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(a) (b)

Figure 3: Comparision of the stability regions (the left part or interior of the stability boundary cures) of
the second order efficient and stable exponential Runge-Kutta schemes with the multistep schemes. (a): κ=
max{0,−Re(λ)} with q∆t=2.0; (b): κ=0 with q∆t=1.0.

5 Numerical experiments

In this section, we test the accuracy, stability and robustness of the efficient and stable
Runge-Kutta methods through both linear and nonlinear model examples.

5.1 Linear diffusion problems

The first example is a linear diffusion problem as follows. For this simple problem, we
set the splitting parameter κ=0.

Example 5.1. Let Ω=[−1,1]2 and T=1, we consider
∂u
∂t

=
9

π2 ∆u, (x,y)∈Ω, t∈ [0,T],

u(0,x,y)=cos(πx)+sin(πy), (x,y)∈Ω.
(5.1)

Let us set the exact solution to be

u(t,x,y)= e−9t(cos(πx)+sin(πy)), (5.2)

which satisfies the equation and initial condition. We test the case of Dirichle boundary
condition which is determined accordingly from the exact solution. Clearly we have non-
zero boundary conditions, u|∂Ω ̸=0.

In Fig. 4, both the initial solution surface at T=0.0 and the numerical solution surface
at T=1.0 on the mesh Nx×Ny×Nt=256×256×64 are shown. For this simple and smooth
solution, it is easy to test the numerical accuracy in both space and time.

Numerical results at the final time T of Example 5.1 with Dirichlet boundary condition
produced by the efficient and stable exponential Runge-Kutta schemes are reported in Ta-
ble 1. As expected, we clearly observe the second order accuracy of space discretization,
and first, second, third and fourth order accuracy of time discretization.
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(a) (b)

Figure 4: (a): the initial solution surface at T=0.0; (b): the numerical solution surface at T=1.0.

Table 1: Errors and convergence rates at the final time T of Example 5.1 using the efficient and stable exponential
Runge-Kutta schemes.

Accuracy test of space discretization (Nt =2048)
Nx×Ny 16×16 32×32 64×64 128×128 256×256 512×512
L∞ Error 1.5522e-04 3.8595e-05 9.6254e-06 2.4049e-06 6.0114e-07 1.5029e-07

CR - 2.01 2.00 2.00 2.00 2.00
Accuracy test of time discretization

Nx×Ny×Nt Ord=1 CR Ord=2 CR Ord=3 CR Ord=4 CR
(20482)×4 1.2139e-02 - 2.6366e-03 - 5.1490e-05 - 2.4170e-05 -
(20482)×8 4.4314e-03 1.45 6.2999e-04 2.07 3.1893e-06 4.01 1.4607e-06 4.04
(20482)×16 1.9088e-03 1.22 1.5572e-04 2.02 2.0675e-07 3.95 8.1819e-08 4.16
(20482)×32 8.8791e-04 1.10 3.8810e-05 2.00 2.1604e-08 3.26 3.8197e-09 4.42

5.2 Allen-Cahn equation

We now consider the Allen-Cahn equation (with a normalized diffusion coefficient)
which is nonlinear and in the whole space has a travelling wave solution. We use this
to do the benchmark test [10].

Example 5.2. Let Ω=[−0.5,1.5]2, we consider

∂u
∂t

=∆u− 1
ϵ2 (u

3−u), (x,y)∈Ω, t∈ [0,T],

∂u
∂n

∣∣∣
∂Ω

=0, (x,y)∈∂Ω, t∈ [0,T],

u(0,x,y)=
1
2

(
1−tanh

( x
2
√

2ϵ

))
, (x,y)∈Ω.

(5.3)

The zero-Neumann boundary condition is imposed to allow for an approximate exact
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solution (for ϵ<<1) of the form

u(t,x,y)=
1
2

(
1−tanh

( x−st
2
√

2ϵ

))
(5.4)

with s=3/
√

2ϵ. We set ϵ=0.015 (which is small enough) and T=3/4s.

For the Allen-Cahn equation, as in [8], we set the splitting parameter κ = 2/ϵ2 to
ensure the numerical stability. Then we apply the proposed Runge-Kutta schemes to
solve

∂u
∂t

=∆u− 2
ϵ2 u− 1

ϵ2 (u
3−3u), x∈Ω, t∈ [t0,t0+T]. (5.5)

The initial solution surface at T=0.0 of this Allen-Cahn problem is shown in Fig. 5(a).
From this figure we see the the solution decreases rapidly from 1 to −1 at the small
range of ϵ. The wave will travels along with time while maintaining it shape. Fig. 5(b)
shows the numerical solution surface of the Allen-Cahn equation at T=1.0 on the mesh
Nx×Ny×Nt = 512×512×128, which is consistent with what is expected. For the Allen-
Cahn equation, due to the rapid change in a small range, it is a challenge to compute
effectively its numerical solution.

In Table 2, we present the numerical results at the final time T of Example 5.2 pro-
duced by the efficient and stable exponential Runge-Kutta schemes. As expected we
observe the second order accuracy of space discretization, and first, second, third and
fourth order accuracy of time discretization when the time step size gets smaller. This
shows that our method is robust and can be applied to solve effectively the complicated
nonlinear parabolic problems.

(a) (b)

Figure 5: (a): the initial solution surface at T=0.0; (b): the numerical solution surface at T=3/4s.
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Table 2: Errors and convergence rates at the final time T of Example 5.2 using the efficient and stable exponential
Runge-Kutta schemes.

Accuracy test of space discretization (Nt =2048)
Nx×Ny 32×32 64×64 128×128 256×256 512×512 1024×1024
L∞ Error 8.4046e-01 3.2353e-01 9.5292e-02 2.4370e-02 6.1126e-03 1.5064e-03

CR - 1.38 1.76 1.98 2.00 2.02
Accuracy test of time discretization (ord=1)

Nx×Ny×Nt (2048)2×32 (2048)2×64 (2048)2×128 (2048)2×256 (2048)2×512 (2048)2×1024
L∞ Error 9.9985e-01 9.9654e-01 9.5799e-01 7.9049e-01 5.1438e-01 2.8453e-01

CR - 0.01 0.06 0.28 0.62 0.85
Accuracy test of time discretization (ord=2)

Nx×Ny×Nt (2048)2×32 (2048)2×64 (2048)2×128 (2048)2×256 (2048)2×512 (2048)2×1024
L∞ Error 9.8783e-01 8.0559e-01 3.6949e-01 1.1501e-01 3.1382e-02 7.9482e-03

CR - 0.29 1.12 1.68 1.87 1.98
Accuracy test of time discretization (ord=3)

Nx×Ny×Nt (2048)2×16 (2048)2×32 (2048)2×64 (2048)2×128 (2048)2×256 (2048)2×512
L∞ Error 9.8954e-01 7.4766e-01 2.2979e-01 4.1448e-02 5.9049e-03 4.8068e-04

CR - 0.40 1.70 2.47 2.81 3.61
Accuracy test of time discretization (ord=4)

Nx×Ny×Nt (2048)2×8 (2048)2×16 (2048)2×32 (2048)2×64 (2048)2×128 (2048)2×256
L∞ Error 9.984286e-01 8.9068e-01 2.9939e-01 3.8231e-02 3.0551e-03 1.2472e-04

CR - 0.16 1.57 2.97 3.65 4.61

6 Conclusions

In this work, by integrating seamlessly the linear splitting technique and the high-order
exponential Runge-Kutta integration approximations in time and compact spatial dif-
ference schemes on a regular mesh, we develop efficient and stable exponential Runge-
Kutta methods for the solution of a class of parabolic equations. The exponential Runge-
Kutta methods are easily implemented and easy to adopt the adaptive temporal approx-
imations with variable time steps while they are applied to various different types of
boundary data. In the future, we will develop the adaptive exponential Runge-Kutta
methods in time (and/or space) based on the proposed schemes. In addition, to apply
these methods to solve three-dimensional realistic nonlinear parabolic problems is also
very interesting works to be further explored.
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