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Abstract. The uncertainty in scientific computing has induced serious accidents and disasters.

New proposals are presented toward an uncertainty inference or management in scientific numer-
ical computing. The first important point is to share the knowledge on uncertainty with other

researchers. Sharing known uncertainties contributes to the uncertainty management. In addition,

for specific problems, one can prepare multiple programs with different rounding methods and /
or with different precisions, and can compare the results among the programs generated for the

specific problems. If differences appear among the results, it suggests that the specific program

may have some uncertainty problems, and has a lack of the precision or a lack of the digit number.
This second method provides a simple and effective inference method of the uncertainty. Uncer-

tainty comes from various sources from physical and mathematical model errors, unknown input

data, numerical model errors, insufficient numerical precision, floating point precision, program-
ming errors, data processing errors, visualization errors, etc., as well as human errors. Another

uncertainty comes from the discretization step size of ∆t or ∆x in numerical computations. The
discretization step size of ∆t or ∆x must be selected appropriately in numerical computations in

order to describe short waves or fast phenomena concerned to the target problems. This uncer-

tainty would be also reduced by multiple program computations with the different size of ∆t and
∆x to find out the appropriate step size under keeping numerical stabilities. These uncertainty

reduction mechanisms are proposed in this paper.
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PSE (problem Solving Environment), uncertainty quantification.

1. Introduction

Scientific numerical computing has become a powerful and key method to study
scientific issues, to develop and design new products, to discover new physics in sci-
ence and to provide a perspective for decision making, together with theoretical and
experimental methods. For example, global warming problems have been discussed
and studied based on computer simulation predictions on temperature increase,
sea level elevation, human population, economical trend, energy resource consump-
tion, etc. [1]. Computer simulations have also contributed to scientific discoveries,
innovations and new findings. In physics, chemistry and other disciplines, mathe-
matical equations including PDEs (partial differential equations) are employed to
model phenomena concerned. The mathematical equations might be discretized
so that the equations can be treated and solved on computers. In computer sim-
ulation, then numerical data are obtained and analyzed on physical quantities of
interests (QOI). Not always but frequently QOI is visualized.

On one hand, numerical computations and simulations are always under threats
of uncertainty, that includes model errors, numerical errors, bugs, data analysis
errors, etc. In 2009 Air France447 met blocking of all the Pitot tubes by which air-
planes measure their speed [2]. The Pitot tube holes were blocked by the condensed
super cooled moisture. That means that the speed of the airplane becomes low, and
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the computers started to speed the airplane up. The three pilots could not find the
reason for the acceleration. Finally at the steep attack angle the airplane stalled
and was crashed in the ocean. All 228 people were killed by the accident. In this
disaster, the input data was wrong from the Pitot tubes to the computers. Another
accident happened at the Gulf war in 1991, and a missile killed unpredictably 28
people [3]. This accident came from an insufficient software precision.

On the other hand, PSE (Problem Solving Environment) studies have been ex-
plored intensively to support users of software and hardware for problem solving.
PSE studies were started in 1970s to provide initially a higher-level programming
language rather than Fortran, etc. in scientific computations. PSE is defined as
follows: A system that provides all the computational facilities necessary to solve a
target class of problems. It uses the language of the target class and users need not
have specialized knowledge of the underlying hardware or software by John Rice
[4]. PSE provides integrated human-friendly innovative computational services and
facilities to enrich science and our society. In the PSE concept, human concentrates
on target problems themselves, and a part of problem solving process, which can
be performed mechanically, is performed by computers or machines or software.

So far, many PSEs have been developed and have contributed to solve problems:
program generation support PSE [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15], job execu-
tion support PSE on cloud or grid [16, 17], an education support PSE [18], etc.
Though computer simulation is a powerful tool to solve and study scientific prob-
lems, powerful computer simulations are always facing to the threat of uncertainty.
The threat of the uncertainty does not always appear but cannot be ignored [19].
Uncertainty in scientific computing could be managed by PSEs [20].

Toward the uncertainty management in scientific computing, we will discuss the
origin and characteristics of the uncertainty and present proposals based on the
PSE concept in this paper. In this paper three methods are presented toward
the reduction of uncertainty: uncertainty knowledge sharing, implication of the
precision or digit number required, and selection of the appropriate discretization
step size.

2. Origin of Uncertainty in Scientific Numerical Computation

The uncertainty in computer simulation has a wide variety. Below is the sum-
mary of the origin of uncertainty:

• Physical model error or uncertainty, including unknown physics.
• Mathematical model error.
• Computing model error including computing algorithm error, discretization

errors, etc.
• Numerical error, including errors in floating-point computations and round-

ing error. Numerical stability is also essential to obtain reasonable results.
• Input data uncertainty, including unknown input data and boundary con-

ditions.
• Output data processing error, including visualization error.
• Measurement error, when computations are cooperated with measurement

equipments.
• Human errors.

From real physical phenomena, physical model is constructed to find out which
physics is concerned. In this process, some physics involved could be missed, and
it may lead to uncertainty to describe the real phenomena. From physical mod-
el, mathematical model is derived. Mathematical model does not always present
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the real world. Sometimes exact equations are not known, or some perturbations
are ignored, which may be essentially important in the phenomena. The mathe-
matical model may often include PDEs, which should be discretized to be solved
on computers. In the discretization, well-known numerical instabilities may ap-
pear. In the computing program the numerical stability condition must be always
fulfilled during a whole computation. If the stability condition is violated during
computation, the numerical results do not meet the validity. The floating-point er-
ror is another issue in computer simulation, because recently long computing time
on super computers becomes common to obtain meaningful results. A finite digit
number is used in computers to describe real numbers and to perform arithmetic
operations. This induces the floating-point errors, including rounding errors and
truncation errors. For the computations, input data and boundary data should be
prepared. Sometimes the input data is measured, and in this case the measurement
itself may have some errors. It is difficult to find the exact input data, which may
induce another source of uncertainty. We may approximate the input data. After
or during computations, output data come up and the data processing is needed to
find characteristics of QOI or so. We also often perform scientific visualization. In
the visualization process, we could find some uncertainty depending on the visual-
ization method, precision and so on [21]. Sometimes hidden important structures
or features could not be found in the simple visualization, or a surface position may
not be exact. Human errors also share the contribution to uncertainty with other
issues discussed above. When a software gives a wrong result for users, it may
cause some difficulties, errors and accidents, depending on target problems. The
validation and verification mechanism is essentially important as useful softwares.
This was pointed out by J. Rice and his colleagues [22]. Standardization and bench-
mark problems in each field may help to perform the validation and verification. In
addition, uncertainty management must be addressed intensively in order to avoid
serious accidents and disasters in our society. PSE is one of candidates to manage
the uncertainty in a relatively easy way [20].

3. Toward uncertainty management

Uncertainty, verification and validity in scientific computing have been recently
studied intensively [19, 20, 23, 24, 25, 26, 27]. On the other hand, each uncertainty
has its own origin, and has very different characteristics with one another, as we
have discussed in Section II. Just one solution might be insufficient to manage all
the uncertainty. This consideration suggests us multiple solutions in the various
directions of the uncertainty characteristics. One promising way is to develop a
PSE for the uncertainty management [20, 27, 28].

3.1. A PSE for Sharing Uncertainty Knowledge. The PSE proposed in this
paper should have multiple solutions. For example, the PSE for uncertainty man-
agement should have known solutions, including self-validating method, program
reliability test function, floating-point error control, as well as mechanical program
generation assistant function [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. Each known
solution is not yet perfect and is still under study. PSEs for mechanical program
generation are also not almighty, but work for a specific limited area, for example,
FEM (finite element method)-based program generation, PSEs for PDEs-based
problems by FDM (finite difference method), MPI-based parallel program genera-
tion support, document generation support, etc. However, some part of uncertainty
could be already covered or managed by the present PSE research results.
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In addition, the sharing function of known uncertainties and their solutions is
significantly important to avoid errors and accidents so that one can find what kind
of uncertainty could happen and what is known solutions. PSE is good at working
for sharing the uncertainty.

For the uncertainty knowledge sharing, we have propose one mechanism in a
PSE, called PSE Park [20], which is a kind of PSE for PSE: PSE Park is a meta
PSE system or framework enabling us to construct PSEs easily. In the near future,
many users may start to do simulations for their hobbies, for a better lifestyle, etc.
PSE Park is a framework to enable the construction of PSE by combining those
existing functions and functions that are newly developed. In PSE Park users can
select Cores which are components for a PSE, and connect them to build up a
new PSE. A new function against the uncertainties in scientific computing is also
implemented. When users register a new Core, that is, a function composing a PSE,
PSE Park requests the user to input information for the uncertainties relating to
the function. For example, an applicable range of the method employed or the
parameters specified in the Core, etc. This new function of PSE Park enhances to
share the information or knowledge about the uncertainties, and it may contribute
to reduce the uncertainty risk.

This idea could contribute also to reduce human errors. Human is not always
perfect. We cannot always avoid human errors. The knowledge sharing function in
PSE can also contribute to share the knowledge.

3.2. Uncertainty Implication Based on Different Rounding Methods and
Precisions. One of uncertainty sources is the rounding error. In IEEE 754, the
four rounding methods are specified: Round to nearest (Even) (RZ), Round Upward
(RP), Round Downward (RM), Round toward 0 (RZ). Not always but in many
cases, computation results by vulnerable or sensitive computations are strongly
influenced by the rounding methods. Here we call a software containing uncertainty
a sensitive software. So we would presume that computational results from the
sensitive software may be influenced by the rounding methods.

An example result is shown in Fig. 1 for f1(x) = x and

f2(x) = {−ln(exp(−x−4))}−1/4

based on the IEEE rounding methods [19]: Round to nearest (Even) (RZ), Round
Upward (RP), Round Downward (RM) and Round toward 0 (RZ). f2(x) should be
equal to f1(x) = x mathematically. In Fig. 1 the computation was performed with
the double precision. In this case there are significant differences among the results
depending on the rounding methods. This result shows that the double precision
is not sufficient to obtain a sufficiently accurate result, and the digit number used
was not sufficient for this specific case.

Figure 2 shows the results for f1(x) = x and f2(x) = {−ln(exp(−x−4))}−1/4 in
the quad precision. There is no difference among the results. This means that the
quad precision is sufficient for f2(x) = {−ln(exp(−x−4))}−1/4. The results in Figs.
1 and 2 demonstrate that the rounding method would work as a probe to detect
the sufficient digit number used for specific numerical problems.

Based on this consideration, we propose to use a PSE for automatic program
generation [5, 6, 7, 9, 10, 13, 14, 15, 16, 17] to detect the sensitivity of the software
to the digit number or the precision. This could be relatively easy in PSE. When
a program is generated by the PSEs, for example, the 4 programs are generated
corresponding to the 4 rounding methods. The 4 computer programs provide in-
dependent numerical results for one specific problem. If the PSE has a comparison
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Figure 1. Numerical results in the double precision for
f1(x) = x and f2(x) = {−ln(exp(−x−4))}−1/4 [19] based
on the IEEE rounding methods: Round to nearest (Even)
(RZ), Round Upward (RP), Round Downward (RM) and
Round toward 0 (RZ). For the sensitive case of f2(x), a
large difference appears among the numerical results based
on the 4 IEEE rounding methods. Figure 1 demonstrates
that the rounding method would work as a probe to detect
the precision requirement, that means the digit number
requirement.

function among the results, we can easily find the difference among the results. If
the numerical results depend on the rounding methods, we can suspect that the
software may have some uncertainty. That means that the software is sensitive
against the rounding errors. In this case the software should be developed further
to reduce the uncertainty by a larger number of digits used or by a higher precision.

This method is rather generic, and is easily implemented in a PSE framework.
In addition to this uncertainty detection method, similarly we can also generate
multiple programs by changing the computation precision, and the comparison
among the generated programs with different precision provides a possibility of
uncertainty existence in the specific program.

We applied this suggested method to estimate the numerical errors in a shock
wave problem in a fluid. Figure 3a) shows the result for the shock wave propaga-
tion. At the single precision, the numerical results present significant differences
depending on the rounding methods (see Fig. 3b). Figure 3c) shows the results
at the double precision. The results at the double precision provide better results.
The quadruple precision presents sufficiently accurate results as shown in Fig. 3d).

3.3. Discretization Step Size Control under Numerical Stability Condi-
tion. One of other uncertainties comes from the discretization step size, which is
the time step ∆t or the spacial step size ∆x. Even for a fixed value of ∆x one could
obtain a numerical result; when ∆x is too large to represent a spacial distribution,
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Figure 2. Numerical results in the quadrature precision
for f1(x) = x and f2(x) = {−ln(exp(−x−4))}−1/4 based
on the IEEE rounding methods: Round to nearest (Even)
(RZ), Round Upward (RP), Round Downward (RM) and
Round toward 0 (RZ). For f2(x), no difference appears
among the results. In this specific case, the quad precision
is sufficient to eliminate the rounding errors.

short wavelength waves cannot be represented precisely. The insufficient discretiza-
tion step size would result in one kind of numerical uncertainty. When the time
step ∆t is too large, short time scale phenomena cannot be expressed exactly. The
insufficient ∆t or ∆x leads another kind of uncertainty in numerical computations.

In order to reduce the uncertainty coming from the insufficiently large ∆t or
∆x, one should use a sufficiently small value for ∆t or ∆x. The problem is what
the sufficiently small ∆t or ∆x is. The reasonable ∆t or ∆x cannot be obtained
a priori. We also cannot go to the infinitesimally small values of ∆t or ∆x for a
reasonable computation time.

In addition, numerical stability conditions must be fulfilled during the com-
putation. For example, a simple diffusion equation ∂f/∂t = ∂2f/∂x2 would be
discretized explicitly as follows: fn+1

i = fn
i + (∆t/∆x2)(fn

i+1 − 2fn
i + fn

i−1). The
superscript shows the time index, and the subscript shows the spatial index. In this
discretization explicit method the stability condition is ∆t/(∆x)2 < 1/2. When ∆t
or ∆x is reduced, the stability condition must be always fulfilled during the com-
putations.

Table 1 shows relative differences among the numerical results for the diffusion
problem, in which the discretization step size is changed under the stability con-
dition of ∆t/(∆x)2 < 1/2. When the sufficiently small ∆t are ∆x selected, the
numerical results do not change much. Then one can assume the corresponding ∆t
and ∆x are sufficiently small to describe the short waves and fast phenomena.

In a PSE framework, this uncertainty management procedure can be easily im-
plemented: when a numerical program is generated by hand or by a program gen-
eration PSE, the programmer or scientists would include the numerical stability
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Figure 3. A shock tube problem in fluid dynamics is
solved by multiple programs with the different rounding
methods and precisions (see Fig.3a)). The single precision
shows a significant difference among the computational re-
sults depending on the rounding method as shown in Fig.
1b). The double precision program provides better results
as shown in Fig. 3c). However, the quadruple precision
shows sufficiently accurate results (see Fig. 3d).

Table 1. Change in Numerical Results depending on Discretiza-
tion Step Size

∆x ∆t Relative Difference
1/2∆x 1/4∆t 1.11× 10−2

1/4∆x 1/16∆t 4.45× 10−3

1/8∆x 1/64∆t 2.06× 10−3

condition for the program. The PSE could submit several job for the specific prob-
lem with the different ∆t and ∆x together. After getting the numerical results, the
users compare the results and find the appropriate ∆t and ∆x for the problem.

This uncertainty management method is also general for numerical computations
to find out the appropriate ∆t and ∆x for specific problems.

4. Conclusions

In this paper we have discussed the origin of uncertainty in computing sciences
first. Then we stressed three important issue and proposals: the first important
point is to share the knowledge on uncertainty with other researchers and engi-
neers. Sharing the previous or known uncertainties with others contributes to the
uncertainty management. Probably this is the essentially important and realistic
solution for the uncertainty management. The second is that PSEs can provide
a reliable tool to manage the uncertainty to avoid future accidents and disasters
originated from the uncertainty. For specific problems, the PSE provides multiple
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programs with different precisions or with different rounding methods, and then we
can compare the results among the programs generated for the specific problems. If
some differences appear among the results by the multiple programs generated by
the PSE, it suggests that the specific program may have some uncertainty problem-
s. The third proposal is to supply the informtion for the appropriate discretization
step sizes of ∆t and ∆x. When ∆t and ∆x are sufficiently small, the numberical
results do not depend on the size of ∆t and ∆x. When the differences appear
among the numerical data from the programs using the different ∆t and ∆x and
the differences are visible, it suggests the users or scientists to reduce ∆t and ∆x
to obtain the accurate results. These three approaches and proposals are realistic
and rather general toward the uncertainty reduction.
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