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#### Abstract

In this paper, we propose a novel Lagrange multiplier approach, named zero-factor (ZF) approach to solve a series of gradient flow problems. The numerical schemes based on the new algorithm are unconditionally energy stable with the original energy and do not require any extra assumption conditions. We also prove that the ZF schemes with specific zero factors lead to the popular SAV-type method. To reduce the computation cost and improve the accuracy and consistency, we propose a zero-factor approach with relaxation, which we named the relaxed zero-factor (RZF) method, to design unconditional energy stable schemes for gradient flows. The RZF schemes can be proved to be unconditionally energy stable with respect to a modified energy that is closer to the original energy, and provide a very simple calculation process. The variation of the introduced zero factor is highly consistent with the nonlinear free energy which implies that the introduced ZF method is a very efficient way to capture the sharp dissipation of nonlinear free energy. Several numerical examples are provided to demonstrate the improved efficiency and accuracy of the proposed method.
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## 1 Introduction

Gradient flows are a kind of important models to simulate many physical problems such as the interface behavior of multi-phase materials, the interface problems of fluid mechanics, environmental science and material mechanics. In general, as the highly complex high-order nonlinear dissipative systems, it is a great challenge to construct effective

[^0]and accurate numerical schemes with physical constraints such as energy dissipation and mass conservation. Many experts and scholars considered some unconditionally energy stable schemes. These numerical schemes preserve the energy dissipation law which does not depend on the time step. Some popular and widely used methods include convex splitting approach $[7,14,18]$, linear stabilized approach $[17,24]$, exponential time differencing approach [ $5,6,20]$, invariant energy quadratization approach [8,21,23,24,27], scalar auxiliary variable (SAV) approach [11,15,16], Lagrange multiplier approach [2] and so on.

Gradient flow models are generally derived from the functional variation of free energy. In general, the free energy $E(\phi)$ contains the sum of an integral phase of a nonlinear functional and a quadratic term

$$
\begin{equation*}
E(\phi)=\frac{1}{2}(\phi, \mathcal{L} \phi)+E_{1}(\phi)=\int_{\Omega} \frac{1}{2} \phi(\mathcal{L} \phi)+F(\phi) d \mathbf{x} \tag{1.1}
\end{equation*}
$$

where $\mathcal{L}$ is a symmetric non-negative linear operator, and $E_{1}(\phi)=\int_{\Omega} F(\phi) d \mathbf{x}$ is nonlinear free energy. $F(\mathbf{x})$ is the energy density function. The gradient flow from the energetic variation of the above energy functional $E(\phi)$ in Eq. (1.1) can be obtained as follows:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=-\mathcal{G} \mu, \quad \mu=\mathcal{L} \phi+F^{\prime}(\phi), \tag{1.2}
\end{equation*}
$$

where $\mu=\delta E / \delta \phi$ is the chemical potential. $\mathcal{G}$ is a positive operator. For example, $\mathcal{G}=I$ for the $L^{2}$ gradient flow and $\mathcal{G}=-\Delta$ for the $H^{-1}$ gradient flow. It is not difficult to find that the above phase field system satisfies the following energy dissipation law:

$$
\frac{d}{d t} E=\left(\frac{\delta E}{\delta \phi}, \frac{\partial \phi}{\partial t}\right)=-(\mathcal{G} \mu, \mu) \leq 0
$$

which is a very important property for gradient flows in physics and mathematics.
Recently, many SAV-type methods are developed to optimize the traditional SAV method (detailed introduction, please see Section 2.2). For example, in [25], the authors introduced the generalized auxiliary variable method for devising energy stable schemes for general dissipative systems. An exponential SAV approach in [13] is developed to modify the traditional method to construct energy stable schemes by introducing an exponential SAV. In [9], the authors consider a new SAV approach to construct highorder energy stable schemes. In [2], the authors introduce a new Lagrange multiplier approach which is unconditionally energy stable with the original energy. However, the new approach requires solving a nonlinear algebraic equation for the Lagrange multiplier which brings some additional costs and theoretical difficulties for its analysis. Some other related work dealing with Lagrange multiplier approaches in flow problems, please see $[1,19]$. Recently, Jiang et al. [10] present a relaxation technique to construct a relaxed SAV (RSAV) approach to improve the accuracy and consistency noticeably. Some other efficient methods for preserving the original energy dissipation laws, please see [26].

In this paper, inspired by the new Lagrange multiplier approach [2] and RSAV approach [10], we propose a novel technique to construct the unconditional energy stable schemes for gradient flows by introducing a zero factor. Compared with the recently proposed SAV-type approach, the numerical schemes based on the new zero-factor method dissipate the original energy and do not require the explicitly treated part of the free energy to be bounded from below. The core idea of the zero-factor approach is to introduce a zero factor to modify the solution $\bar{\phi}^{n+1}$ of the baseline semi-implicit method at each time step. The value of the introduced zero factor $\mathcal{P}(\eta)$ is controlled by energy stability. To reduce the computation cost and improve the accuracy and consistency, we propose a zero-factor approach with relaxation, which we named the relaxed zero-factor method, to design unconditional energy stable schemes for gradient flows. The RZF approach almost preserves all the advantages of the new zero-factor approach. It is unconditionally energy stable with respect to a modified energy that is closer to the original energy compared with the new zero-factor approach, and provides a very simple calculation process. Our main contributions of this paper are:
(i) The newly-introduced RZF method can keep the original energy in most cases and provides a very simple calculation process.
(ii) We prove that the zero factor schemes with specific $\mathcal{P}(\eta)$ lead to the popular SAVtype and Lagrange multiplier methods.
(iii) The variation of the introduced zero factor is highly consistent with the nonlinear free energy which implies that the introduced zero factor is very efficient to capture the sharp dissipation of the nonlinear free energy.

The paper is organized as follows. In Section 2, we introduce a zero factor to construct a new zero-factor approach to simulate a series of gradient flows. In Section 3, by using a relaxation technique, we propose a relaxed ZF approach. Then the second-order Crank-Nicolson and BDF2 schemes based on RZF method are constructed. In Section 4, we briefly illustrate that the RZF approach can be easily applied to simulate the gradient flow with several disparate nonlinear terms. Finally, in Section 5, various 2D and 3D numerical simulations are demonstrated to verify the accuracy and efficiency of our proposed schemes.

## 2 The zero-factor approach

Introduce a scalar auxiliary function $\eta(t)$ to construct a linear function $\mathcal{P}(\eta)$, and rewrite the gradient flow (1.2) with a zero factor $\mathcal{P}(\eta)$ as follows:

$$
\begin{aligned}
& \frac{\partial \phi}{\partial t}=-\mathcal{G} \mu, \\
& \mu=\mathcal{L} \phi+F^{\prime}(\phi)+\mathcal{P}(\eta) F^{\prime}(\phi) .
\end{aligned}
$$

Here the zero factor $\mathcal{P}(\eta)$ is a linear zero function which can be chosen flexibly, such as the following $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ :

$$
\begin{equation*}
\mathcal{P}_{1}(\eta)=k_{1} \eta, \quad \mathcal{P}_{2}(\eta)=k_{2} \eta_{t}, \tag{2.1}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are any non-zero constants.
In order to ensure the existence and uniqueness of the solution, we need to add a new equation of $\mathcal{P}(\eta)$. Noting that $\mathcal{P}(\eta)$ is a zero factor, we let

$$
\begin{equation*}
\mathcal{P}(\eta)=\frac{d}{d t}[(F(\phi), 1)-(F(\phi), 1)]=\frac{d}{d t} \int_{\Omega} F(\phi) d \mathbf{x}-\int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x} . \tag{2.2}
\end{equation*}
$$

In order to keep the energy dissipative law of the equivalent system, we let

$$
\mathcal{P}(\eta)=\mathcal{P}(\eta) \int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x}
$$

to obtain the following equation:

$$
\frac{d}{d t} \int_{\Omega} F(\phi) d \mathbf{x}=\int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x}+\mathcal{P}(\eta) \int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x} .
$$

Therefore, we can easily obtain the following equivalent system of the original model (1.2):

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}=-\mathcal{G} \mu,  \tag{2.3a}\\
& \mu=\mathcal{L} \phi+F^{\prime}(\phi)+\mathcal{P}(\eta) F^{\prime}(\phi),  \tag{2.3b}\\
& \frac{d}{d t} \int_{\Omega} F(\phi) d \mathbf{x}=\int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x}+\mathcal{P}(\eta) \int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x} \tag{2.3c}
\end{align*}
$$

Set the initial condition for $\eta(t)$ to be $\eta(0)=0$ for $\mathcal{P}_{1}(\eta)$ or $\eta(0)=c_{0}$ for $\mathcal{P}_{2}(\eta)$ where $c_{0}$ is an arbitrary constant, then it is easy to see that the new system (2.3) is equivalent to the original system (1.2), i.e. $\mathcal{P}(\eta)=0$ in (2.3).

Taking the inner products of Eqs. (2.3a) and (2.3b) with $\mu$ and $-\phi_{t}$, respectively, then summing up the results together with Eq. (2.3c), we obtain the original energy dissipative law

$$
\frac{d}{d t} E=-(\mathcal{G} \mu, \mu) \leq 0 .
$$

It means that the linear functional $\mathcal{P}(\eta)$ here is to serve as a zero factor to enforce dissipation of the original energy.

### 2.1 A second-order Crank-Nicolson ZF scheme

Before giving a detailed introduction, we let $N>0$ be a positive integer and set

$$
\Delta t=T / N, \quad t^{n}=n \Delta t, \quad n \leq N .
$$

In the following, we will consider a second-order Crank-Nicolson scheme for the system (2.3). Discretize the nonlinear functional $F^{\prime}(\phi)$ explicitly and the other items im-
plicitly in (2.3), and give the initial values $\phi^{0}=\phi_{0}(x), \eta(0)=c_{0}$, then couple with CrankNicolson formula, a second-order energy stable schemes can be constructed as follows:

$$
\begin{align*}
& \frac{\phi^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}},  \tag{2.4a}\\
& \mu^{n+\frac{1}{2}}=\frac{1}{2} \mathcal{L} \phi^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right)+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right),  \tag{2.4b}\\
& \left(F\left(\phi^{n+1}\right), 1\right)-\left(F\left(\phi^{n}\right), 1\right)=\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right)+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right), \tag{2.4c}
\end{align*}
$$

where $\widehat{\phi}^{n+1 / 2}=3 \phi^{n} / 2-\phi^{n-1} / 2$. Taking the inner products of Eqs. (2.4a) and (2.4b) with $\mu^{n+1 / 2}$ and $-\left(\phi^{n+1}-\phi^{n}\right) / \Delta t$ respectively, and multiplying Eq. (2.4c) with $\Delta t$, then combining these equations, we obtain the above Crank-Nicolson scheme satisfies the following original energy dissipative law:

$$
\begin{equation*}
\mathcal{E}\left(\phi^{n+1}\right)-\mathcal{E}\left(\phi^{n}\right)=-\Delta t\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) \leq 0 \tag{2.5}
\end{equation*}
$$

where $\mathcal{E}\left(\phi^{n}\right)=\left(\mathcal{L} \phi^{n}, \phi^{n}\right) / 2+\left(F\left(\phi^{n}\right), 1\right)$.
The Crank-Nicolson scheme (2.4) is nonlinear for the variables $\phi^{n+1}$ and $\eta^{n+1}$. We now show how to solve it efficiently. Combining Eqs. (2.4a) and (2.4b), we obtain the following linear matrix equation:

$$
\left(I+\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n+1}=\left(I-\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n}-\Delta t \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)-\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) \Delta t \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right) .
$$

Noting that the coefficient matrix $A=(I+\Delta t \mathcal{G} \mathcal{L} / 2)$ is a symmetric positive matrix, then we obtain

$$
\begin{align*}
\phi^{n+1} & =A^{-1}\left[\left(I-\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n}-\Delta t \mathcal{G} F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right)\right]-\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) \Delta t A^{-1} \mathcal{G} F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right) \\
& =\bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q^{n+1} \tag{2.6}
\end{align*}
$$

Here $\bar{\phi}^{n+1}$ and $q^{n+1}$ can be solved directly by $\phi^{n}$ and $\widehat{\phi}^{n+1 / 2}$ as follows:

$$
\begin{align*}
& \bar{\phi}^{n+1}=A^{-1}\left[\left(I-\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n}-\Delta t \mathcal{G} F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right)\right],  \tag{2.7}\\
& q^{n+1}=-\Delta t A^{-1} \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right) .
\end{align*}
$$

Combining Eqs. (2.6) and (2.4c), we have

$$
\begin{align*}
& \left(F\left(\bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q^{n+1}\right), 1\right)-\left(F\left(\phi^{n}\right), 1\right) \\
= & {\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), p^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q^{n+1}-\phi^{n}\right) . } \tag{2.8}
\end{align*}
$$

One can see that to solve above nonlinear numerical scheme (2.8), we need to solve $\eta^{n+1}$ by the Newton iteration as the initial condition. The computational complexity depends
on $F(\phi)$. The computational cost is equal to the Lagrange multiplier approach which was proposed by Shen et al. [2].
Remark 2.1. In principle one can choose any linear function to be zero factor $\mathcal{P}(\eta)$ in Eq. (2.3). A special case is $\mathcal{P}(\eta)=\eta(t)-1$, then the zero factor method leads to the new Lagrange multiplier approach in [2].
Remark 2.2. From the Eq. (2.6), we notice that $\bar{\phi}^{n+1}$ is the solution of the baseline semiimplicit Crank-Nicolson scheme. Hence, the core idea of the zero factor approach is to introduce a zero factor to modify the solution $\bar{\phi}^{n+1}$ at each time step. The value of the zero factor is controlled by energy stability.

### 2.2 A revisit of the SAV-type approach

In this subsection, we will review the SAV-type approach and prove that the introduced scalar auxiliary variables can be seen as the specific zero factors. Furthermore, we can modify the SAV-type methods to construct new schemes which dissipate the original energy.

The key for the SAV approach is to introduce a scalar variable $r(t)=\sqrt{E(\phi)+C}$, where $E_{1}(\phi)=(F(\phi), 1)$ is the nonlinear free energy and rewrite the gradient flows (1.2) as the following equivalent system:

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}=-\mathcal{G} \mu,  \tag{2.9a}\\
& \mu=\mathcal{L} \phi+\frac{r(t)}{\sqrt{E_{1}(\phi)+C}} F^{\prime}(\phi),  \tag{2.9b}\\
& \frac{d r}{d t}=\frac{1}{2 \sqrt{E_{1}(\phi)+C}}\left(F^{\prime}(\phi), \phi_{t}\right) . \tag{2.9c}
\end{align*}
$$

A second-order Crank-Nicolson SAV scheme for above equivalent system is as follows:

$$
\begin{align*}
& \frac{\phi^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}}  \tag{2.10a}\\
& \mu^{n+\frac{1}{2}}=\frac{1}{2} \mathcal{L} \phi^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+\frac{r^{n+\frac{1}{2}}}{\sqrt{E_{1}\left(\hat{\phi}^{n+\frac{1}{2}}\right)+C}} F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right),  \tag{2.10b}\\
& \frac{r^{n+1}-r^{n}}{\Delta t}=\frac{1}{2 \sqrt{E_{1}\left(\hat{\phi}^{n+\frac{1}{2}}\right)+C}}\left(F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right), \frac{\phi^{n+1}-\phi^{n}}{\Delta t}\right) . \tag{2.10c}
\end{align*}
$$

Here $r^{n+1 / 2}=\left(r^{n+1}+r^{n}\right) / 2$. Combining Eqs. (2.10a) and (2.10b), we can obtain

$$
\left(I+\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n+1}=\left(I-\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n}-\Delta t \frac{r^{n+\frac{1}{2}}}{\sqrt{E_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+C}} \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)
$$

$$
\begin{equation*}
=\left[\left(I-\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right)-\Delta t \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)\right]-\left(\frac{r^{n+\frac{1}{2}}}{\sqrt{E_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+C}}-1\right) \Delta t \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right) . \tag{2.11}
\end{equation*}
$$

Using the same definitions of $\bar{\phi}^{n+1}$ and $q^{n+1}$ in (2.7), we can obtain $\phi^{n+1}$ as follows:

$$
\begin{align*}
\phi^{n+1}= & A^{-1}\left[\left(I-\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n}-\Delta t \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)\right] \\
& -\left(\frac{r^{n+\frac{1}{2}}}{\sqrt{E_{1}\left(\hat{\phi}^{n+\frac{1}{2}}\right)+C}}-1\right) \Delta t A^{-1} \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right) \\
= & \bar{\phi}^{n+1}+\left(\frac{r^{n+\frac{1}{2}}}{\sqrt{E_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+C}}-1\right) q^{n+1} . \tag{2.12}
\end{align*}
$$

Compared above Eq. (2.12) with (2.7), we can obviously obtain that the key for the SAV approach is to introduce a zero factor

$$
\begin{equation*}
P(r)=\frac{r(t)}{\sqrt{E_{1}(\phi)+C}}-1 . \tag{2.13}
\end{equation*}
$$

It means that the core idea of the SAV scheme (2.10) is also to introduce a special zero factor to modify the solution $\bar{\phi}^{n+1}$ which is the solution of the baseline semi-implicit Crank-Nicolson scheme at each time step. The value of the zero factor $P(r)$ is controlled by energy stability.

Inspired by the introduced ZF method, we can obtain a new SAV approach which is unconditionally energy stable with the original energy by changing Eq. (2.9c)

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}=-\mathcal{G} \mu, \\
& \mu=\mathcal{L} \phi+\frac{r(t)}{\sqrt{E_{1}(\phi)+C}} F^{\prime}(\phi),  \tag{2.14}\\
& \frac{d}{d t} \int_{\Omega} F(\phi) d \mathbf{x}=\frac{r(t)}{\sqrt{E_{1}(\phi)+C}} \int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x} .
\end{align*}
$$

A second-order Crank-Nicolson SAV scheme for above equivalent system (2.14) is as follows:

$$
\begin{align*}
& \frac{\phi^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}},  \tag{2.15a}\\
& \mu^{n+\frac{1}{2}}=\frac{1}{2} \mathcal{L} \phi^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+\frac{r^{n+\frac{1}{2}}}{\sqrt{E_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+C}} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \tag{2.15b}
\end{align*}
$$

$$
\begin{equation*}
\left(F\left(\phi^{n+1}\right), 1\right)-\left(F\left(\phi^{n}\right), 1\right)=\frac{r^{n+\frac{1}{2}}}{\sqrt{E_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+C}}\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right) . \tag{2.15c}
\end{equation*}
$$

Taking the inner products of Eqs. (2.15a) and (2.15b) with $\mu^{n+1 / 2}$ and $-\left(\phi^{n+1}-\phi^{n}\right) / \Delta t$ respectively, and multiplying Eq. (2.15c) with $\Delta t$, then combining these equations, we obtain the above Crank-Nicolson scheme satisfies the following original energy dissipative law:

$$
\begin{equation*}
\mathcal{E}\left(\phi^{n+1}\right)-\mathcal{E}\left(\phi^{n}\right)=-\Delta t\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) \leq 0, \tag{2.16}
\end{equation*}
$$

where $\mathcal{E}\left(\phi^{n}\right)=\left(\mathcal{L} \phi^{n}, \phi^{n}\right) / 2+\left(F\left(\phi^{n}\right), 1\right)$.
Remark 2.3. For other SAV-type approaches, the core idea is also to introduce a special zero factor to modify the solution $\bar{\phi}^{n+1}$. For example, the zero factor

$$
\mathcal{P}(r)=\frac{r(t)}{\exp \left(E_{1}(\phi)\right)}-1
$$

for ESAV approach in [13].

## 3 The relaxed zero-factor approach

From above analysis, we notice that the scheme based on the zero-factor approach dissipates the original energy but needs to solve a nonlinear algebraic equation which brings some additional costs and theoretical difficulties for its analysis. In general, compared with the baseline SAV scheme, the new algorithm brings some additional costs because it requires solving a nonlinear algebraic equation for $\eta^{n+1}$. To reduce the computation cost and improve the efficiency, inspired by the R-SAV approach described in [10], we consider a zero-factor approach with relaxation, which we named the relaxed zero-factor method, to design unconditional energy stable schemes for gradient flows. It can be proved that the RZF approach not only determines $\eta^{n+1}$ explicitly, but also dissipates an almost original energy.

Firstly, we introduce a new scalar auxiliary function $R(t)=(F(\phi), 1)$, and rewrite the equivalent gradient flow (2.3) as follows:

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}=-\mathcal{G} \mu,  \tag{3.1a}\\
& \mu=\mathcal{L} \phi+F^{\prime}(\phi)+\mathcal{P}(\eta) F^{\prime}(\phi),  \tag{3.1b}\\
& \frac{d R}{d t}=\int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x}+\mathcal{P}(\eta) \int_{\Omega} F^{\prime}(\phi) \phi_{t} d \mathbf{x},  \tag{3.1c}\\
& R(t)=(F(\phi), 1) . \tag{3.1d}
\end{align*}
$$

Taking the inner products of Eqs. (3.1a) and (3.1b) with $\mu$ and $-\phi_{t}$ respectively, then summing up the results together with Eqs. (3.1c) and (3.1d), we obtain the original energy dissipative law

$$
\begin{equation*}
\frac{d}{d t} E=\frac{1}{2}(\phi, \mathcal{L} \phi)+\int_{\Omega} F(\phi) d \mathbf{x}=\frac{1}{2}(\phi, \mathcal{L} \phi)+R(t)=-(\mathcal{G} \mu, \mu) \leq 0 . \tag{3.2}
\end{equation*}
$$

For the equivalent system (3.1), a Crank-Nicolson scheme based on above zero-factor (ZF-CN) approach can be given as follows:

$$
\begin{align*}
& \frac{\phi^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}}, \\
& \mu^{n+\frac{1}{2}}=\frac{1}{2} \mathcal{L} \phi^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right),  \tag{3.3}\\
& R^{n+1}-R^{n}=\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right), \\
& R^{n+1}=\left(F\left(\phi^{n+1}\right), 1\right) .
\end{align*}
$$

Similar as (2.7), introduce $\bar{\phi}^{n+1}$ and $q^{n+1}$ as follows:

$$
\begin{align*}
& \bar{\phi}^{n+1}=A^{-1}\left[\left(I-\frac{1}{2} \Delta t \mathcal{G} \mathcal{L}\right) \phi^{n}-\Delta t \mathcal{G} F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right)\right],  \tag{3.4}\\
& q^{n+1}=-\Delta t A^{-1} \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right),
\end{align*}
$$

where $A$ is the coefficient matrix to satisfy $A=(I+\Delta t \mathcal{G} \mathcal{L} / 2)$. The baseline ZF-CN scheme (3.3) can be rewritten as follows:

$$
\begin{align*}
& \frac{\bar{\phi}^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}}, \\
& \mu^{n+\frac{1}{2}}=\frac{1}{2} \mathcal{L} \bar{\phi}^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \\
& \phi^{n+1}=\bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q^{n+1},  \tag{3.5}\\
& R^{n+1}-R^{n}=\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right), \\
& R^{n+1}=\left(F\left(\phi^{n+1}\right), 1\right) .
\end{align*}
$$

It is not difficult to obtain that the above ZF-CN scheme (3.5) is nonlinear for the variables $\phi^{n+1}$ and $\eta^{n+1}$.

### 3.1 A second-order RZF-CN scheme

To reduce the computation cost and improve the efficiency, we consider the following second-order Crank-Nicolson scheme based on the relaxed zero-factor approach (RZF$\mathrm{CN})$ : Set $R^{0}=(F(\phi(0, \mathbf{x})), 1)$, and compute $\phi^{n+1}, R^{n+1}$ via the following two steps:

Step I. Compute $\phi^{n+1}$ and $\widetilde{R}^{n+1}$ by the following semi-implicit Crank-Nicolson scheme:

$$
\begin{align*}
& \frac{\bar{\phi}^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}},  \tag{3.6a}\\
& \mu^{n+\frac{1}{2}}=\frac{1}{2} \mathcal{L} \bar{\phi}^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right),  \tag{3.6b}\\
& \phi^{n+1}=\bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q^{n+1},  \tag{3.6c}\\
& \widetilde{R}^{n+1}-R^{n}=\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right),  \tag{3.6d}\\
& \widetilde{R}^{n+1}=\left(F\left(\bar{\phi}^{n+1}\right), 1\right), \tag{3.6e}
\end{align*}
$$

where $\widehat{\phi}^{n+1 / 2}=3 \phi^{n} / 2-1 \phi^{n-1} / 2$.
Step II. Update the scalar auxiliary variable $R^{n+1}$ via a relaxation step as

$$
\begin{equation*}
R^{n+1}=\lambda_{0} \widetilde{R}^{n+1}+\left(1-\lambda_{0}\right)\left(F\left(\phi^{n+1}\right), 1\right), \quad \lambda_{0} \in \mathcal{V} . \tag{3.7}
\end{equation*}
$$

Here is $\mathcal{V}$ a set defined by

$$
\begin{align*}
& \mathcal{V}=\left\{\lambda \mid \lambda \in[0,1] \text { s.t. } R^{n+1}-\widetilde{R}^{n+1} \leq \Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right),\right. \\
&\left.R^{n+1}=\lambda \widetilde{R}^{n+1}+(1-\lambda)\left(F\left(\phi^{n+1}\right), 1\right)\right\} . \tag{3.8}
\end{align*}
$$

Here, $\kappa^{n+1} \in[0,1]$ will be given below.
We first show how to solve the scheme (3.6). Substituting Eq. (3.6c) in (3.6d) to obtain

$$
\begin{equation*}
\widetilde{R}^{n+1}-R^{n}=\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F^{\prime}\left(\hat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q^{n+1}-\phi^{n}\right) . \tag{3.9}
\end{equation*}
$$

Note that $\mathcal{P}(\eta)$ is a linear functional of $\eta$, hence, the above equation is a quadratic equation with one unknown for $\eta^{n+1 / 2}$. It means we obtain determine $\eta^{n+1 / 2}$ explicitly from (3.9), namely,

$$
\begin{equation*}
\eta^{n+\frac{1}{2}}=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a} . \tag{3.10}
\end{equation*}
$$

Here, if we set $\mathcal{P}(\eta)=\mathcal{P}_{1}(\eta)=k_{1} \eta$, then we have $\mathcal{P}\left(\eta^{n+1 / 2}\right)=k_{1} \eta^{n+1 / 2}$. The coefficients $a, b$ and $c$ of above quadratic equation (3.10) will satisfy

$$
\begin{aligned}
& a=k_{1}^{2}\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), q^{n+1}\right), \\
& b=k_{1}\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}-\phi^{n}\right)+\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), q^{n+1}\right), \\
& c=-\widetilde{R}^{n+1}+R^{n}+\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}-\phi^{n}\right) .
\end{aligned}
$$

If we set $\mathcal{P}(\eta)=\mathcal{P}_{2}(\eta)=k_{2} \eta_{t}$, then we have $\mathcal{P}\left(\eta^{n+1 / 2}\right)=k_{2}\left(\eta^{n+1}-\eta^{n}\right) / \Delta t$. The coefficients $a, b$ and $c$ of above quadratic equation (3.10) will satisfy

$$
\begin{aligned}
& a=\frac{k_{2}^{2}}{\Delta t^{2}}\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), q^{n+1}\right), \\
& b=\frac{k_{2}}{\Delta t}\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}-\phi^{n}-\frac{k_{2}}{\Delta t} \eta^{n} q^{n+1}\right)+\frac{k_{2}}{\Delta t}\left(1-\frac{k_{2}}{\Delta t} \eta^{n}\right)\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), q^{n+1}\right), \\
& c=-\widetilde{R}^{n+1}+R^{n}+\left(1-\frac{k_{2}}{\Delta t} \eta^{n}\right)\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}-\phi^{n}-\frac{k_{2}}{\Delta t} \eta^{n} q^{n+1}\right) .
\end{aligned}
$$

Remark 3.1. We notice that if we choose $\mathcal{P}(\eta)$ to be a linear function of $\eta$ or $\eta_{t}$, a quadratic equation with one unknown for $\eta^{n+1 / 2}$ needs to be solved out to obtain $\mathcal{P}\left(\eta^{n+1 / 2}\right)$. In most cases, we choose $\mathcal{P}(\eta)=\eta$ to obtain $\mathcal{P}\left(\eta^{n+1 / 2}\right)$ easily. Some other choices of $\mathcal{P}(\eta)$ will be discussed in future.

Remark 3.2. The left side of the Eq. (3.9) is an approximation of the free energy difference between two adjacent time steps. If this value is less than the round-off error of numerical integration, it might cause the zero factor $\mathcal{P}\left(\eta^{n+1 / 2}\right)$ tends to be -1 . To avoid this mistake, if $\left|\widetilde{R}^{n+1}-R^{n}\right|<1 \mathrm{e}(-15)$ or $\mathcal{P}\left(\eta^{n+1 / 2}\right) \rightarrow-1$, we solve the following equation by the Newton iteration to update $\mathcal{P}\left(\eta^{n+1 / 2}\right)$ :

$$
\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\left(\widetilde{R}^{n+1}-R^{n}\right)=\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q^{n+1}-\phi^{n}\right) .
$$

The similar technique can be seen in [12].
Remark 3.3. Noting that the baseline SAV approach is a special ZF method with

$$
\mathcal{P}(r)=\frac{r(t)}{\sqrt{E_{1}(\phi)+C}}-1
$$

from Section 2.2. It means that if the zero factor

$$
\mathcal{P}(\eta)=\frac{\eta(t)}{\sqrt{E_{1}(\phi)+C}}-1,
$$

the proposed RZF scheme (3.6)-(3.7) will be the just so-called RSAV scheme developed in [10].

Next, we will show that how to obtain the optimal choice for the relaxation parameter $\lambda_{0}$. The set $\mathcal{V}$ in (3.8) can be simplified as

$$
\begin{align*}
\mathcal{V}=\{\lambda \mid \lambda \in[0,1] \text { s.t. } & {\left[\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right] \lambda } \\
\leq & {\left.\left[\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right]+\Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right)\right\} . } \tag{3.11}
\end{align*}
$$

Noting that $\Delta t \kappa^{n+1}\left(\mathcal{G} \bar{\mu}^{n+1 / 2}, \bar{\mu}^{n+1 / 2}\right) \geq 0$, we obtain $1 \in \mathcal{V}$, which means the set $\mathcal{V}$ is nonempty. We choose the optimal relaxation parameter $\lambda_{0}$ as follows: The optimal $\lambda_{0}$ can be chosen as a solution of the following optimization problem:

$$
\begin{align*}
\lambda_{0} & =\min _{\lambda \in[0,1]} \lambda \\
\text { s.t. } & {\left[\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right] \lambda }  \tag{3.12}\\
& \leq\left[\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right]+\Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) .
\end{align*}
$$

The next theorem summarizes the choice of $\lambda_{0}$ and $\kappa^{n+1}$.
Theorem 3.1. If $\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right) \neq 0$, setting

$$
\alpha=\frac{\Delta t\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right)}{\left|\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right|}
$$

then we choose the optimal relaxation parameter $\lambda_{0}$ and $\kappa^{n+1}$ as follows:

1) If $\widetilde{R}^{n+1} \geq\left(F\left(\phi^{n+1}\right), 1\right)$, we set $\lambda_{0}=0$ and $\kappa^{n+1}=0$.
2) If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\alpha \geq 1$, we set $\lambda_{0}=0$ and $\kappa^{n+1}=1 / \alpha$.
3) If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\alpha \in[0,1)$, we set $\lambda_{0}=1-\alpha$ and $\kappa^{n+1}=1$.

Proof. 1) If $\widetilde{R}^{n+1}=\left(F\left(\phi^{n+1}\right), 1\right)$, any arbitrary parameter $\lambda$ between 0 and 1 will satisfy the inequality in (3.12). Thus, we have $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=0$.
2) If $\widetilde{R}^{n+1}>\left(F\left(\phi^{n+1}\right), 1\right)$, the inequality in (3.12) will be simplified as

$$
\lambda \leq 1+\kappa^{n+1} \alpha
$$

Set $\kappa^{n+1}=0$, then $\lambda \leq 1$ is always true. Thus, we also have $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=0$.
3) If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$, the inequality in (3.12) will be simplified as

$$
\lambda \geq 1-\kappa^{n+1} \alpha .
$$

Firstly, if $\alpha \geq 1$, we have $1 / \alpha \in(0,1]$. Then we set $\kappa^{n+1}=1 / \alpha$ to obtain that $\lambda \geq 1-\kappa^{n+1} \alpha=0$ is always true. It means $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=0$. Secondly, if $\alpha \in[0,1)$, we have $\left(1-\kappa^{n+1} \alpha\right) \in(0,1]$ for any $\kappa^{n+1}$. Then we obtain $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=1-\kappa^{n+1} \alpha$. By setting $\kappa^{n+1}=1$, we obtain the optimal solution $\lambda_{0}=1-\alpha$.

Next, the following theorem will shown that the above RZF-CN scheme (3.6)-(3.7) is unconditional energy stable with a modified energy that is directly linked to the original free energy.

Theorem 3.2. The second-order Crank-Nicolson scheme (3.6)-(3.7) based on the RZF approach with the above choice of $\lambda_{0}$ and $\kappa^{n+1}$ is unconditionally energy stable in the sense that

$$
\begin{equation*}
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)-\widetilde{\mathcal{E}}\left(\phi^{n}\right) \leq-\Delta t\left(1-\kappa^{n+1}\right)\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) \leq 0, \tag{3.13}
\end{equation*}
$$

where $\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)=\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right) / 2+R^{n+1}$ and more importantly we have

$$
\mathcal{E}\left(\phi^{n+1}\right) \leq \mathcal{E}\left(\phi^{n}\right)
$$

under the condition of $\widetilde{R}^{n+1} \geq\left(F\left(\phi^{n+1}\right), 1\right)$ or $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ with $\alpha \geq 1$. Here $\mathcal{E}\left(\phi^{n}\right)$ is the original energy, where

$$
\mathcal{E}\left(\phi^{n+1}\right)=\frac{1}{2}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\left(F\left(\phi^{n+1}\right), 1\right) .
$$

If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\alpha \in[0,1)$, we have

$$
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right) \leq \mathcal{E}\left(\phi^{n+1}\right) .
$$

Proof. The first three equations in the Step I of the RZF-CN scheme (3.6) can be rewritten as follows:

$$
\begin{align*}
& \frac{\phi^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}} \\
& \mu^{n+\frac{1}{2}}=\frac{1}{2} \mathcal{L} \phi^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right] F^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right) \tag{3.14}
\end{align*}
$$

Taking the inner products of (3.14) with $\mu^{n+1 / 2}$ and $-\left(\phi^{n+1}-\phi^{n}\right) / \Delta t$ respectively, and multiplying Eq. (3.6d) with $\Delta t$, then combining these equations, we obtain

$$
\begin{equation*}
\left[\frac{1}{2}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\widetilde{R}^{n+1}\right]-\left[\frac{1}{2}\left(\mathcal{L} \phi^{n}, \phi^{n}\right)+R^{n}\right]=-\Delta t\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) \leq 0 . \tag{3.15}
\end{equation*}
$$

From the constraint condition in (3.8), we obtain

$$
\begin{equation*}
R^{n+1}-\widetilde{R}^{n+1} \leq \Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) . \tag{3.16}
\end{equation*}
$$

Substituting the inequality (3.16) into (3.15) and noting $\kappa^{n+1} \in[0,1]$, we could have

$$
\begin{align*}
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)-\widetilde{\mathcal{E}}\left(\phi^{n}\right)= & {\left[\frac{1}{2}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+R^{n+1}\right]-\left[\frac{1}{2}\left(\mathcal{L} \phi^{n}, \phi^{n}\right)+R^{n}\right] } \\
\leq & {\left[\frac{1}{2}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\widetilde{R}^{n+1}\right]-\left[\frac{1}{2}\left(\mathcal{L} \phi^{n}, \phi^{n}\right)+R^{n}\right] } \\
& +\Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) \\
= & -\Delta t\left(1-\kappa^{n+1}\right)\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) \leq 0 . \tag{3.17}
\end{align*}
$$

Noting that the original energy

$$
\mathcal{E}\left(\phi^{n+1}\right)=\frac{1}{2}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\left(F\left(\phi^{n+1}\right), 1\right)
$$

and using the Step II of the RZF-CN scheme (3.7), we get

$$
\begin{align*}
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)-\mathcal{E}\left(\phi^{n+1}\right) & =R^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right) \\
& =\lambda_{0} \widetilde{R}^{n+1}+\left(1-\lambda_{0}\right)\left(F\left(\phi^{n+1}\right), 1\right)-\left(F\left(\phi^{n+1}\right), 1\right) \\
& =\lambda_{0}\left[\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right] . \tag{3.18}
\end{align*}
$$

From the choice of $\lambda_{0}$ in Theorem 3.1, if $\widetilde{R}^{n+1} \geq\left(F\left(\phi^{n+1}\right), 1\right)$ or $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\alpha \geq 1$, we have $\lambda_{0}=0$. It means

$$
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)-\mathcal{E}\left(\phi^{n+1}\right)=\lambda_{0}\left[\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right]=0 .
$$

If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\alpha \in[0,1)$, we have $\lambda_{0}\left[\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right] \leq 0$, then the following inequality holds:

$$
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right) \leq \mathcal{E}\left(\phi^{n+1}\right) .
$$

From above analysis, we obtain that

$$
\widetilde{\mathcal{E}}\left(\phi^{n}\right) \leq \mathcal{E}\left(\phi^{n}\right), \quad \forall n \geq 0
$$

Combining above inequality with (3.14), when $\widetilde{R}^{n+1} \geq\left(F\left(\phi^{n+1}\right), 1\right)$ or $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\alpha \geq 1$, we have

$$
\begin{equation*}
\mathcal{E}\left(\phi^{n+1}\right)=\widetilde{\mathcal{E}}\left(\phi^{n+1}\right) \leq \widetilde{\mathcal{E}}\left(\phi^{n}\right) \leq \mathcal{E}\left(\phi^{n}\right) . \tag{3.19}
\end{equation*}
$$

The proof is complete.
Remark 3.4. From Theorem 3.2, we observe that in most cases, we have $\mathcal{E}\left(\phi^{n+1}\right) \leq$ $\mathcal{E}\left(\phi^{n}\right)$ which means the RZF-CN scheme (3.6)-(3.7) dissipates the original energy. Only if $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\alpha \in[0,1)$, we can not obtain the original energy dissipative law. Hence, by a relaxation technique, the original energy is proved to be dissipative in most situations, which is a significant improvement over the modified ZF-CN scheme (3.6). More importantly, the new proposed RZF-CN scheme (3.6)-(3.7) keeps the advantage of the scheme (3.6) in calculation.

### 3.2 A second-order RZF-BDF2 scheme

In this subsection, we consider a second-order RZF scheme based on 2-step backward difference formula (BDF2). For gradient flow models, it is usually better to use BDF schemes. The second-order RZF-BDF2 scheme for the equivalent system (3.1) is as follows: Given $R^{0}=(F(\phi(0, \mathbf{x})), 1), R^{n-1}, R^{n}, \phi^{n-1}, \phi^{n}$, we update $\phi^{n+1}$ via the following two steps:

Step I. Compute $\phi^{n+1}$ and $\widetilde{R}^{n+1}$ by the following second-order semi-implicit BDF2 scheme:

$$
\begin{align*}
& \frac{3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}}{2 \Delta t}=-\mathcal{G} \mu^{n+1},  \tag{3.20a}\\
& \mu^{n+1}=\mathcal{L} \phi^{n+1}+F^{\prime}\left(\widehat{\phi}^{n+1}\right)+\mathcal{P}\left(\eta^{n+1}\right) F^{\prime}\left(\widehat{\phi}^{n+1}\right),  \tag{3.20b}\\
& \widetilde{R}^{n+1}-4 R^{n}+R^{n-1}=\left[1+\mathcal{P}\left(\eta^{n+1}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}\right),  \tag{3.20c}\\
& \widetilde{R}^{n+1}=\left(F \left({\left.\left(\phi^{n+1}\right), 1\right),}^{\text {a }}\right.\right. \text {, } \tag{3.20d}
\end{align*}
$$

where $\widehat{\phi}^{n+1}=2 \phi^{n}-\phi^{n-1}$.
Step II. Update the scalar auxiliary variable $R^{n+1}$ via a relaxation step as

$$
\begin{equation*}
R^{n+1}=\lambda_{0} \widetilde{R}^{n+1}+\left(1-\lambda_{0}\right)\left(F\left(\phi^{n+1}\right), 1\right), \quad \lambda_{0} \in \mathcal{V} . \tag{3.21}
\end{equation*}
$$

Here is $\mathcal{V}$ a set defined by

$$
\begin{array}{r}
\mathcal{V}=\left\{\lambda \mid \lambda \in[0,1] \text { s.t. } R^{n+1}-\widetilde{R}^{n+1} \leq \Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right)\right. \\
+\frac{1}{4} \kappa^{n+1}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right) \\
\left.R^{n+1}=\lambda \widetilde{R}^{n+1}+(1-\lambda)\left(F\left(\phi^{n+1}\right), 1\right)\right\} \tag{3.22}
\end{array}
$$

Here, $\kappa^{n+1} \in[0,2 / 3]$ will be given below.
Firstly, we show how to solve the scheme (3.20) efficiently. Combining the Eqs. (3.20a) and (3.21) for the RZF-BDF2 scheme, we obtain the following linear matrix equation:

$$
(3 I+2 \Delta t \mathcal{G} \mathcal{L}) \phi^{n+1}=4 I \phi^{n}-I \phi^{n-1}-2 \Delta t \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+1}\right)-2 \Delta t \mathcal{P}\left(\eta^{n+1}\right) \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+1}\right) .
$$

The coefficient matrix $A=(3 I+2 \Delta t \mathcal{G} \mathcal{L})$ is a symmetric positive matrix, then we have

$$
\begin{align*}
\phi^{n+1}= & A^{-1}\left(4 I \phi^{n}-I \phi^{n-1}\right)-2 \Delta t A^{-1} \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+1}\right) \\
& -2 \Delta t \mathcal{P}\left(\eta^{n+1}\right) A^{-1} \mathcal{G} F^{\prime}\left(\widehat{\phi}^{n+1}\right) \\
= & \bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+1}\right) q^{n+1} . \tag{3.23}
\end{align*}
$$

Here $\bar{\phi}^{n+1}$ and $q^{n+1}$ can be determined as follows:

$$
\begin{align*}
\bar{\phi}^{n+1} & =A^{-1}\left(4 I \phi^{n}-I \phi^{n-1}-2 \Delta t \mathcal{G} F^{\prime}\left(\hat{\phi}^{n+1}\right)\right)  \tag{3.24}\\
q^{n+1} & =-2 \Delta t A^{-1} \mathcal{G} F^{\prime}\left(\hat{\phi}^{n+1}\right) .
\end{align*}
$$

Noting that $\phi^{n+1}=\bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+1}\right) q^{n+1}$, then we compute $\eta^{n+1}$ by the Eqs. (3.20c) and (3.20d)

$$
\begin{equation*}
3 \widetilde{R}^{n+1}-4 R^{n}+R^{n-1}=\left[1+\mathcal{P}\left(\eta^{n+1}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \bar{\phi}^{n+1}+3 \mathcal{P}\left(\eta^{n+1}\right) q^{n+1}-4 \phi^{n}+\phi^{n-1}\right) . \tag{3.25}
\end{equation*}
$$

Similar as the RZF-CN scheme, the above equation is a also quadratic equation with one unknown for $\eta^{n+1}$. It means we obtain determine $\eta^{n+1}$ explicitly from (3.25), namely,

$$
\begin{equation*}
\eta^{n+1}=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a} \tag{3.26}
\end{equation*}
$$

Here, if we set $\mathcal{P}(\eta)=\mathcal{P}_{1}(\eta)=k_{1} \eta$, then we have $\mathcal{P}\left(\eta^{n+1}\right)=k_{1} \eta^{n+1}$. The coefficients $a, b$ and $c$ of above quadratic equation (3.26) will satisfy

$$
\begin{aligned}
& a=3 k_{1}^{2}\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), q^{n+1}\right), \\
& b=k_{1}\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \widehat{\phi}^{n+1}-4 \phi^{n}+\phi^{n-1}\right)+3 k_{1}\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), q^{n+1}\right), \\
& c=-\left(3 \widetilde{R}^{n+1}-4 R^{n}+R^{n-1}\right)+\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \widehat{\phi}^{n+1}-4 \phi^{n}+\phi^{n-1}\right) .
\end{aligned}
$$

If we set $\mathcal{P}(\eta)=\mathcal{P}_{2}(\eta)=k_{2} \eta_{t}$, then we have

$$
\mathcal{P}\left(\eta^{n+1}\right)=k_{2} \frac{3 \eta^{n+1}-4 \eta^{n}+\eta^{n-1}}{2 \Delta t}
$$

The coefficients $a, b$ and $c$ of above quadratic equation (3.26) satisfies

$$
\begin{aligned}
a= & \frac{27 k_{2}^{2}}{4 \Delta t^{2}}\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), q^{n+1}\right), \\
b= & \frac{3 k_{2}}{2 \Delta t}\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \bar{\phi}^{n+1}-4 \phi^{n}+\phi^{n-1}-\frac{12 \eta^{n}-3 \eta^{n-1}}{2 \Delta t} k_{2} q^{n+1}\right) \\
& +\frac{9 k_{2}}{2 \Delta t}\left(1-\frac{4 \eta^{n}-\eta^{n-1}}{2 \Delta t} k_{2}\right)\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), q^{n+1}\right), \\
c= & \left(1-\frac{4 \eta^{n}-\eta^{n-1}}{2 \Delta t} k_{2}\right)\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \bar{\phi}^{n+1}-4 \phi^{n}+\phi^{n-1}-\frac{12 \eta^{n}-3 \eta^{n-1}}{2 \Delta t} k_{2} q^{n+1}\right) \\
& -\left(3 \widetilde{R}^{n+1}-4 R^{n}+R^{n-1}\right) .
\end{aligned}
$$

Next, we will show that how to obtain the optimal choice for the relaxation parameter $\lambda_{0}$. The set $\mathcal{V}$ in (3.22) can be simplified as

$$
\begin{align*}
& \mathcal{V}=\left\{\lambda \mid \lambda \in[0,1] \text { s.t. }\left(\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right) \lambda \leq\left(\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right)\right. \\
&\left.+\Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right)+\frac{1}{4} \kappa^{n+1}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right)\right\} . \tag{3.27}
\end{align*}
$$

It is to obtain that $1 \in \mathcal{V}$ which means the set $\mathcal{V}$ is non-empty because of the fact

$$
\begin{aligned}
& \Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right) \geq 0 \\
& \frac{1}{4} \kappa^{n+1}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right) \geq 0 .
\end{aligned}
$$

The optimal parameter $\lambda_{0}$ can be chosen as a solution of the following optimization problem:

$$
\begin{align*}
\lambda_{0}= & \min _{\lambda \in[0,1]} \lambda, \\
\text { s.t. } & \left(\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right) \lambda \\
\leq & \left(\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right)+\Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right)  \tag{3.28}\\
& +\frac{1}{4} \kappa^{n+1}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right) .
\end{align*}
$$

The next theorem summarizes the choice of $\lambda_{0}$ and $\kappa^{n+1}$.
Theorem 3.3. Define

$$
\beta=\frac{\Delta t\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right)+\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right) / 4}{\left|\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)\right|}
$$

under the condition of $\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right) \neq 0$, then we choose the optimal relaxation parameter $\lambda_{0}$ and $\kappa^{n+1}$ as follows:

1) If $\widetilde{R}^{n+1} \geq\left(F\left(\phi^{n+1}\right), 1\right)$, we set $\lambda_{0}=0$ and $\kappa^{n+1}=0$.
2) If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\beta \geq 3 / 2$, we set $\lambda_{0}=0$ and $\kappa^{n+1}=1 / \beta$.
3) If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$ and $\beta \in[0,3 / 2)$, we set $\lambda_{0}=1-2 \beta / 3$ and $\kappa^{n+1}=2 / 3$.

Proof. 1) If $\widetilde{R}^{n+1}=\left(F\left(\phi^{n+1}\right), 1\right)$, the inequality (3.28) is always true for any $\lambda \in[0,1]$. Thus, we have the optimal relaxation parameter $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=0$.
2) If $\widetilde{R}^{n+1}>\left(F\left(\phi^{n+1}\right), 1\right)$, dividing by $\widetilde{R}^{n+1}-\left(F\left(\phi^{n+1}\right), 1\right)$ for both sides of the inequality (3.28), we have

$$
\lambda \leq 1+\kappa^{n+1} \beta .
$$

Setting $\kappa^{n+1}=0$, then we have $\lambda \leq 1$ which means all parameters in $[0,1]$ are satisfy above inequality. Hence, we have $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=0$.
3) If $\widetilde{R}^{n+1}<\left(F\left(\phi^{n+1}\right), 1\right)$, the optimization problem (3.28) will be simplified as

$$
\begin{array}{ll}
\lambda_{0}= & \min _{\lambda \in[0,1]} \lambda \\
\text { s.t. } & \lambda \geq 1-\kappa^{n+1} \beta .
\end{array}
$$

Noting that $\kappa^{n+1} \in[0,2 / 3]$, then if $\alpha \geq 3 / 2$, we have $\kappa^{n+1} \beta \in[0,1]$. Then we set $\kappa^{n+1}=1 / \beta$ to obtain that $\lambda \geq 1-\kappa^{n+1} \beta=0$ is always true. It means $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=0$. Secondly, if $\beta \in[0,3 / 2)$, we have $\kappa^{n+1} \beta<1$ to let $\left(1-\kappa^{n+1} \beta\right) \in(0,1]$ for any $\kappa^{n+1} \in[0,2 / 3]$. Then we obtain $\lambda_{0}=\min _{\lambda \in[0,1]} \lambda=1-\beta \max ^{n+1}$. Noting that $\max \kappa^{n+1}=2 / 3$, we obtain the optimal solution $\lambda_{0}=1-2 \beta / 3$.

Theorem 3.4. The second-order RZF-BDF2 scheme (3.20)-(3.21) with the above optimal choice of $\lambda_{0}$ and $\kappa^{n+1}$ is unconditionally energy stable in the sense that

$$
\begin{align*}
& \widetilde{\mathcal{E}}\left(\phi^{n+1}\right)-\widetilde{\mathcal{E}}\left(\phi^{n}\right) \leq-\left(1-\frac{3}{2} \kappa^{n+1}\right) \\
& \quad \times\left[\Delta t\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right)+\frac{1}{4}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right)\right] \leq 0, \tag{3.29}
\end{align*}
$$

where

$$
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)=\frac{1}{4}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\frac{1}{4}\left(\mathcal{L}\left(2 \phi^{n+1}-\phi^{n}\right), 2 \phi^{n+1}-\phi^{n}\right)+\frac{3}{2} R^{n+1}-\frac{1}{2} R^{n}
$$

Proof. Firstly, taking the inner product of Eq. (3.20a) in the RZF-BDF2 scheme (3.20) with $\Delta t \mu^{n+1}$, we get

$$
\begin{equation*}
\frac{1}{2}\left(3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}, \mu^{n+1}\right)=-\Delta t\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right) \tag{3.30}
\end{equation*}
$$

Secondly, by taking the inner products of the Eq. (3.20b) with $\left(3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}\right) / 2$ and using the identity

$$
\begin{aligned}
& 2\left(a^{k+1}, 3 a^{k+1}-4 a^{k}+a^{k-1}\right) \\
= & \left|a^{k+1}\right|^{2}+\left|2 a^{k+1}-a^{k}\right|^{2}+\left|a^{k+1}-2 a^{k}+a^{k-1}\right|^{2}-\left|a^{k}\right|^{2}-\left|2 a^{k}-a^{k-1}\right|^{2},
\end{aligned}
$$

one obtains

$$
\begin{align*}
& \frac{1}{2}\left(3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}, \mu^{n+1}\right) \\
&= \frac{1}{2}\left(\mathcal{L} \phi^{n+1}, 3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}\right) \\
&+\frac{1}{2}\left[1+\mathcal{P}\left(\eta^{n+1}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}\right) \\
&=\frac{1}{4}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\frac{1}{4}\left(\mathcal{L}\left(2 \phi^{n+1}-\phi^{n}\right), 2 \phi^{n+1}-\phi^{n}\right) \\
&-\frac{1}{4}\left(\mathcal{L} \phi^{n}, \phi^{n}\right)-\frac{1}{4}\left(\mathcal{L}\left(2 \phi^{n}-\phi^{n-1}\right), 2 \phi^{n}-\phi^{n-1}\right) \\
&+\frac{1}{4}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right) \\
&+\frac{1}{2}\left[1+\mathcal{P}\left(\eta^{n+1}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}\right) . \tag{3.31}
\end{align*}
$$

We rewrite the Eq. (3.20c) as follows:

$$
\begin{align*}
& \left(\frac{3}{2} \widetilde{R}^{n+1}-\frac{1}{2} R^{n}\right)-\left(\frac{3}{2} R^{n}-\frac{1}{2} R^{n-1}\right) \\
= & \frac{1}{2}\left[1+\mathcal{P}\left(\eta^{n+1}\right)\right]\left(F^{\prime}\left(\widehat{\phi}^{n+1}\right), 3 \phi^{n+1}-4 \phi^{n}+\phi^{n-1}\right) . \tag{3.32}
\end{align*}
$$

Substituting the Eq. (3.32) into (3.31) and combining it with (3.30), we have

$$
\begin{align*}
& \frac{1}{4}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\frac{1}{4}\left(\mathcal{L}\left(2 \phi^{n+1}-\phi^{n}\right), 2 \phi^{n+1}-\phi^{n}\right)+\frac{3}{2} \widetilde{R}^{n+1}-\frac{1}{2} R^{n} \\
&-\frac{1}{4}\left(\mathcal{L} \phi^{n}, \phi^{n}\right)-\frac{1}{4}\left(\mathcal{L}\left(2 \phi^{n}-\phi^{n-1}\right), 2 \phi^{n}-\phi^{n-1}\right)-\frac{3}{2} R^{n}+\frac{1}{2} R^{n-1} \\
&=-\left[\Delta t\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right)+\frac{1}{4}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right)\right] \leq 0 . \tag{3.33}
\end{align*}
$$

From the constraint condition in (3.22), we could obtain

$$
\begin{align*}
& \frac{3}{2} R^{n+1}-\frac{3}{2} \widetilde{R}^{n+1} \leq \frac{3}{2} \kappa^{n+1} \\
& \quad \times\left[\Delta t\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right)+\frac{1}{4}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right)\right] . \tag{3.34}
\end{align*}
$$

Adding the two above equations to each other and noting that $\kappa^{n+1} \in[0,2 / 3]$, we have

$$
\begin{align*}
& \widetilde{\mathcal{E}}\left(\phi^{n+1}\right)-\widetilde{\mathcal{E}}\left(\phi^{n}\right) \leq-\left(1-\frac{3}{2} \kappa^{n+1}\right) \\
& \quad \times\left[\Delta t\left(\mathcal{G} \mu^{n+1}, \mu^{n+1}\right)+\frac{1}{4}\left(\mathcal{L}\left(\phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right), \phi^{n+1}-2 \phi^{n}+\phi^{n-1}\right)\right] \leq 0, \tag{3.35}
\end{align*}
$$

which completes the proof.

## 4 The relaxed multiple zero-factor approach

The nonlinear free energy of many complex gradient flows contains disparate terms such that schemes with a single zero-factor may require excessively small time steps to obtain correct simulations. In this section, inspired by the multiple SAV (MSAV) approach in [3], we give a relaxed multiple zero-factor (RMZF) approach to simulate the gradient flow with two disparate nonlinear terms

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}=-\mathcal{G} \mu,  \tag{4.1}\\
& \mu=\mathcal{L} \phi+F_{1}^{\prime}(\phi)+F_{2}^{\prime}(\phi),
\end{align*}
$$

where $\mathcal{L}$ is a linear operator, $F_{1}^{\prime}(\phi)$ and $F_{2}^{\prime}(\phi)$ are nonlinear potential functions, $\mathcal{G}$ is a positive or semi-positive linear operator. The above system satisfies the following energy dissipation law:

$$
\begin{equation*}
\frac{d E}{d t}=-(\mathcal{G} \mu, \mu) \leq 0, \tag{4.2}
\end{equation*}
$$

where $\mu=\delta E / \delta \phi$ and the free energy $E(\phi)$ is

$$
\begin{equation*}
E(\phi)=\frac{1}{2}(\phi, \mathcal{L} \phi)+\int_{\Omega} F_{1}(\phi) d \mathbf{x}+\int_{\Omega} F_{2}(\phi) d \mathbf{x} . \tag{4.3}
\end{equation*}
$$

Introducing two linear zero factors $\mathcal{P}(\eta), \mathcal{S}(\eta)$ of a scalar auxiliary function $\eta(t)$ and two SAVs

$$
R_{1}=\int_{\Omega} F_{1}(\phi) d \mathbf{x}, \quad R_{2}=\int_{\Omega} F_{2}(\phi) d \mathbf{x},
$$

we rewrite the system (4.1) as the following:

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}=-\mathcal{G} \mu, \\
& \mu=\mathcal{L} \phi+F_{1}^{\prime}(\phi)+F_{2}^{\prime}(\phi)+\mathcal{P}(\eta) F_{1}^{\prime}(\phi)+\mathcal{S}(\eta) F_{2}^{\prime}(\phi), \\
& \frac{\partial R_{1}}{\partial t}=[1+\mathcal{P}(\eta)] F_{1}^{\prime}(\phi),  \tag{4.4}\\
& \frac{\partial R_{2}}{\partial t}=[1+\mathcal{S}(\eta)] F_{2}^{\prime}(\phi), \\
& R_{1}=\left(F_{1}(\phi), 1\right), \\
& R_{2}=\left(F_{2}(\phi), 1\right) .
\end{align*}
$$

Here $\mathcal{P}(\eta)$ and $\mathcal{S}(\eta)$ are two linear zero factors. We choose the following linear functionals with initial conditions:

$$
\begin{array}{lllll}
\mathcal{P}_{1}(\eta)=k_{1} \eta & \text { with } & \eta(0)=0, & \mathcal{P}_{2}(\eta)=k_{2} \eta_{t} & \text { with }
\end{array} \quad \eta(0)=c_{1}, ~ 子, ~(\eta)=0, ~ \mathcal{S}_{2}(\eta)=k_{4} \eta_{t} \quad \text { with } \quad \eta(0)=c_{2},
$$

where $k_{1}, k_{2}, k_{3}, k_{4}$ are arbitrary non-zero constants and $c_{1}, c_{2}$ are any real numbers.
A second-order Crank-Nicolson scheme based on the relaxed multiple zero-factor approach (RMZF-CN): Set $R_{1}^{0}=\left(F_{1}(\phi(0, \mathbf{x})), 1\right), R_{2}^{0}=\left(F_{2}(\phi(0, \mathbf{x})), 1\right)$ and compute $\phi^{n+1}, R^{n+1}$ via the following two steps:

Step I. Compute $\phi^{n+1}, \widetilde{R}_{1}^{n+1}$ and $\widetilde{R}_{2}^{n+1}$ by the following semi-implicit Crank-Nicolson scheme:

$$
\begin{align*}
& \frac{\bar{\phi}^{n+1}-\phi^{n}}{\Delta t}=-\mathcal{G} \mu^{n+\frac{1}{2}}  \tag{4.6a}\\
& \mu^{n+\frac{1}{2}}=\left[\frac{1}{2} \mathcal{L} \bar{\phi}^{n+1}+\frac{1}{2} \mathcal{L} \phi^{n}+F_{1}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+F_{2}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)\right] \tag{4.6b}
\end{align*}
$$

$$
\begin{align*}
& \phi^{n+1}=\bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q_{1}^{n+1}+\mathcal{S}\left(\eta^{n+\frac{1}{2}}\right) q_{2}^{n+1},  \tag{4.6c}\\
&\left(\widetilde{R}_{1}^{n+1}-R_{1}^{n}\right)+\left(\widetilde{R}_{2}^{n+1}-R_{2}^{n}\right) \\
&= {\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F_{1}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right) } \\
& \quad+\left[1+\mathcal{S}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F_{2}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \phi^{n+1}-\phi^{n}\right),  \tag{4.6d}\\
& \widetilde{R}_{1}^{n+1}=\left(F_{1}\left(\left(^{n+1}\right), 1\right), \quad \widetilde{R}_{2}^{n+1}=\left(F_{2}\left(\bar{\phi}^{n+1}\right), 1\right),\right. \tag{4.6e}
\end{align*}
$$

where $\widehat{\phi}^{n+1 / 2}=3 \phi^{n} / 2-\phi^{n-1} / 2$, and

$$
q_{1}^{n+1}=-\Delta t A^{-1} \mathcal{G} F_{1}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \quad q_{2}^{n+1}=-\Delta t A^{-1} \mathcal{G} F_{2}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right) .
$$

Here the coefficient matrix $A=(I+\Delta t \mathcal{G} \mathcal{L} / 2)$.
Step II. Update the scalar auxiliary variable $R_{1}^{n+1}$ and $R_{2}^{n+1}$ via a relaxation step as

$$
\begin{align*}
& R_{1}^{n+1}=\lambda_{0} \widetilde{R}_{1}^{n+1}+\left(1-\lambda_{0}\right)\left(F_{1}\left(\phi^{n+1}\right), 1\right),  \tag{4.7}\\
& R_{2}^{n+1}=\lambda_{0} \widetilde{R}_{2}^{n+1}+\left(1-\lambda_{0}\right)\left(F_{2}\left(\phi^{n+1}\right), 1\right), \quad \lambda_{0} \in \mathcal{V} .
\end{align*}
$$

Here is $\mathcal{V}$ a set defined by

$$
\begin{align*}
\mathcal{V}= & \left\{\lambda \mid \lambda \in[0,1] \text { s.t. }\left(R_{1}^{n+1}+R_{2}^{n+1}\right)-\left(\widetilde{R}_{1}^{n+1}+\widetilde{R}_{2}^{n+1}\right) \leq \Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right),\right. \\
& \left.R_{1}^{n+1}=\lambda \widetilde{R}_{1}^{n+1}+(1-\lambda)\left(F_{1}\left(\phi^{n+1}\right), 1\right), R_{2}^{n+1}=\lambda \widetilde{R}_{2}^{n+1}+(1-\lambda)\left(F_{2}\left(\phi^{n+1}\right), 1\right)\right\} . \tag{4.8}
\end{align*}
$$

Here, $\kappa^{n+1} \in[0,1]$ will be given below. Substituting the Eq. (4.6c) into the Eq. (4.6d) to obtain

$$
\begin{align*}
& \left(\widetilde{R}_{1}^{n+1}-R_{1}^{n}\right)+\left(\widetilde{R}_{2}^{n+1}-R_{2}^{n}\right) \\
= & {\left[1+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F_{1}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q_{1}^{n+1}+\mathcal{S}\left(\eta^{n+\frac{1}{2}}\right) q_{2}^{n+1}-\phi^{n}\right) } \\
& +\left[1+\mathcal{S}\left(\eta^{n+\frac{1}{2}}\right)\right]\left(F_{2}^{\prime}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}+\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right) q_{1}^{n+1}+\mathcal{S}\left(\eta^{n+\frac{1}{2}}\right) q_{2}^{n+1}-\phi^{n}\right) . \tag{4.9}
\end{align*}
$$

Noting that both $\mathcal{P}(\eta)$ and $\mathcal{S}(\eta)$ are all linear functionals of $\eta$, we immediately obtain that the above equation is a quadratic equation with one unknown for $\eta^{n+1 / 2}$. It means we can obtain determine $\eta^{n+1 / 2}$ explicitly from (4.9), namely,

$$
\begin{equation*}
\eta^{n+\frac{1}{2}}=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a} \tag{4.10}
\end{equation*}
$$

Here, the values of the coefficients $a, b$ and $c$ depend on the choice of the zero factors $\mathcal{P}(\eta)$ and $\mathcal{S}(\eta)$. For example, if we set $\mathcal{P}(\eta)=\mathcal{P}_{1}(\eta)=k_{1} \eta$, and $\mathcal{S}(\eta)=\mathcal{S}_{2}(\eta)=k_{4} \eta_{t}$, then we have

$$
\mathcal{P}\left(\eta^{n+\frac{1}{2}}\right)=k_{1} \eta^{n+\frac{1}{2}}, \quad \mathcal{S}\left(\eta^{n+\frac{1}{2}}\right)=k_{4} \frac{\eta^{n+1}-\eta^{n}}{\Delta t} .
$$

The coefficients $a, b$ and $c$ can be given as follows:

$$
\begin{aligned}
a= & \left(k_{1} F^{\prime}{ }_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+\frac{k_{4}}{\Delta t} F^{\prime}{ }_{2}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), k_{1} q_{1}^{n+1}+\frac{k_{4}}{\Delta t} q_{2}^{n+1}\right), \\
b= & \left(k_{1} F^{\prime}{ }_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+\frac{k_{4}}{\Delta t} F^{\prime}{ }_{2}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}-\phi^{n}-\frac{k_{4}}{\Delta t} \eta^{n} q_{2}^{n+1}\right) \\
& +\left(F^{\prime}{ }_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+\left(1-\frac{k_{4}}{\Delta t} \eta^{n}\right) F^{\prime}{ }_{2}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), k_{1} q_{1}^{n+1}+\frac{k_{4}}{\Delta t} q_{2}^{n+1}\right), \\
c= & -\left(\widetilde{R}_{1}^{n+1}-R_{1}^{n}\right)-\left(\widetilde{R}_{2}^{n+1}-R_{2}^{n}\right) \\
& +\left(F^{\prime}{ }_{1}\left(\widehat{\phi}^{n+\frac{1}{2}}\right)+\left(1-\frac{k_{4}}{\Delta t} \eta^{n}\right) F^{\prime}{ }_{2}\left(\widehat{\phi}^{n+\frac{1}{2}}\right), \bar{\phi}^{n+1}-\phi^{n}-\frac{k_{4}}{\Delta t} \eta^{n} q_{2}^{n+1}\right) .
\end{aligned}
$$

Next, we will show that how to obtain the optimal choice for the relaxation parameter $\lambda_{0}$. Setting

$$
\begin{aligned}
& \widetilde{R}^{n+1}=\widetilde{R}_{1}^{n+1}+\widetilde{R}_{2}^{n+1}, \quad R^{n+1}=R_{1}^{n+1}+R_{2}^{n+1}, \\
& E_{1}\left(\phi^{n+1}\right)=\left(F\left(\phi^{n+1}\right)+F_{2}\left(\phi^{n+1}\right), 1\right),
\end{aligned}
$$

we observe that the optimal relaxation parameter $\lambda_{0}$ is the solution of the following optimization problem:

$$
\begin{align*}
& \lambda_{0}=\min _{\lambda \in[0,1]} \lambda  \tag{4.11}\\
& \text { s.t. }\left[\widetilde{R}^{n+1}-E_{1}\left(\phi^{n+1}\right)\right] \lambda \leq\left[\widetilde{R}^{n+1}-E_{1}\left(\phi^{n+1}\right)\right]+\Delta t \kappa^{n+1}\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right)
\end{align*}
$$

The next theorem summarizes the choice of $\lambda_{0}$ and $\kappa^{n+1}$.
Theorem 4.1. If $\widetilde{R}^{n+1}-E_{1}\left(\phi^{n+1}\right) \neq 0$, setting

$$
\alpha=\frac{\Delta t\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right)}{\left|\widetilde{R}^{n+1}-E_{1}\left(\phi^{n+1}\right)\right|},
$$

then we can choose the optimal relaxation parameter $\lambda_{0}$ and $\kappa^{n+1}$ as follows:

1) If $\widetilde{R}^{n+1} \geq E_{1}\left(\phi^{n+1}\right)$, we set $\lambda_{0}=0$ and $\kappa^{n+1}=0$.
2) If $\widetilde{R}^{n+1}<E_{1}\left(\phi^{n+1}\right)$ and $\alpha \geq 1$, we set $\lambda_{0}=0$ and $\kappa^{n+1}=1 / \alpha$.
3) If $\widetilde{R}^{n+1}<E_{1}\left(\phi^{n+1}\right)$ and $\alpha \in[0,1)$, we set $\lambda_{0}=1-\alpha$ and $\kappa^{n+1}=1$.

Theorem 4.2. The second-order Crank-Nicolson scheme (4.6)-(4.7) based on the RMZF approach with the above choice of $\lambda_{0}$ and $\kappa^{n+1}$ is unconditionally energy stable in the sense that

$$
\begin{equation*}
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)-\widetilde{\mathcal{E}}\left(\phi^{n}\right) \leq-\Delta t\left(1-\kappa^{n+1}\right)\left(\mathcal{G} \mu^{n+\frac{1}{2}}, \mu^{n+\frac{1}{2}}\right) \leq 0, \tag{4.12}
\end{equation*}
$$

where

$$
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right)=\frac{1}{2}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+R_{1}^{n+1}+R_{2}^{n+1},
$$

and we further have

$$
\mathcal{E}\left(\phi^{n+1}\right) \leq \mathcal{E}\left(\phi^{n}\right),
$$

under the condition of $\widetilde{R}^{n+1} \geq E_{1}\left(\phi^{n+1}\right)$ or $\widetilde{R}^{n+1}<E_{1}\left(\phi^{n+1}\right)$ with $\alpha \geq 1$. Here $\mathcal{E}\left(\phi^{n}\right)$ is the original energy, where

$$
\mathcal{E}\left(\phi^{n+1}\right)=\frac{1}{2}\left(\mathcal{L} \phi^{n+1}, \phi^{n+1}\right)+\left(F_{1}\left(\phi^{n+1}\right), 1\right)+\left(F_{2}\left(\phi^{n+1}\right), 1\right) .
$$

If $\widetilde{R}^{n+1}<E_{1}\left(\phi^{n+1}\right)$ and $\alpha \in[0,1)$, we have

$$
\widetilde{\mathcal{E}}\left(\phi^{n+1}\right) \leq \mathcal{E}\left(\phi^{n+1}\right) .
$$

## 5 Examples and discussion

In this section, we implement the proposed Crank-Nicolson scheme based on the relaxed zero-factor approach and BDF2 scheme based on the zero-factor approach with relaxation (RZF-BDF2) and apply them to several classical gradient flow models include the Allen-Cahn model, the Cahn-Hilliard model, and the phase-field crystal model. In all considered examples, we consider the periodic boundary conditions and use a Fourier spectral method in space.

### 5.1 Allen-Cahn model

Consider the following Lyapunov energy functional:

$$
\begin{equation*}
E(\phi)=\int_{\Omega}\left(\frac{1}{2}|\nabla \phi|^{2}+\frac{1}{4 \epsilon^{2}}\left(\phi^{2}-1\right)^{2}\right) d \mathbf{x} . \tag{5.1}
\end{equation*}
$$

Given $\mathcal{G}=I$, then the gradient flow model in (1.2) reduces to the corresponding AllenCahn equation

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=M\left(\Delta \phi-\frac{1}{\epsilon^{2}}\left(\phi^{3}-\phi\right)\right), \quad(\mathbf{x}, t) \in \Omega \times[0, T] . \tag{5.2}
\end{equation*}
$$

For above Allen-Cahn model, given the following initial condition:

$$
\phi(x, y, 0)=0.001 \cos (x) \cos (y)
$$

in domain $\Omega=[0,2 \pi]^{2}$. We use $128^{2}$ Fourier-spectral modes in space and set model parameters $T=1, \epsilon=0.4, M=1$. We consider Crank-Nicolson SAV (SAV-CN) scheme, the RSAV-CN scheme in [10], the proposed second-order RZF-CN and RZF-BDF2 schemes

Table 1: The $L^{\infty}$ errors, convergence rates at $T=1$ for the SAV-CN, RSAV-CN, RZF-CN and RZF-BDF2 schemes.

| $\Delta t$ | SAV-CN |  | RSAV-CN |  | RZF-CN |  | RZF-BDF2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error | Rate | Error | Rate | Error | Rate | Error | Rate |
| $1 / 20$ | $2.1972 \mathrm{e}-2$ | - | $2.1984 \mathrm{e}-2$ | - | $1.2748 \mathrm{e}-2$ | - | $3.0129 \mathrm{e}-2$ | - |
| $1 / 40$ | $6.3229 \mathrm{e}-3$ | 1.7970 | $6.3322 \mathrm{e}-3$ | 1.7956 | $3.5123 \mathrm{e}-3$ | 1.8597 | $9.7308 \mathrm{e}-3$ | 1.6305 |
| $1 / 80$ | $1.6715 \mathrm{e}-3$ | 1.9194 | $1.6768 \mathrm{e}-3$ | 1.9169 | $9.1399 \mathrm{e}-4$ | 1.9421 | $2.7363 \mathrm{e}-3$ | 1.8303 |
| $1 / 160$ | $4.2834 \mathrm{e}-4$ | 1.9643 | $4.3109 \mathrm{e}-4$ | 1.9596 | $2.3249 \mathrm{e}-4$ | 1.9750 | $7.2166 \mathrm{e}-4$ | 1.9228 |
| $1 / 320$ | $1.0859 \mathrm{e}-4$ | 1.9798 | $1.0997 \mathrm{e}-4$ | 1.9708 | $5.8549 \mathrm{e}-5$ | 1.9894 | $1.8486 \mathrm{e}-4$ | 1.9649 |

to obtain the numerical error and convergence rates for above example. We set the zero factor $\mathcal{P}(\eta)=\eta_{t}$ in the RZF method. The results are shown in Table 1 which indicate that all convergence rates are consistent with the theoretical results. We also observe that the RZF-CN method is more accurate than the baseline SAV-CN and RSAV-CN schemes. The energy curves are plotted for both SAV-CN and RZF-CN schemes with $\Delta t=0.01$ in Fig. 1. It can be observed from this figure that the computed energy for both schemes decays with time. Fig. 1 also indicates that our proposed RZF method is a very efficient way for preserving the consistency between the modified energy and the original energy. In the following, we also give the detailed results of the energy error and the introduced zero factor $\mathcal{P}(\eta)$. From Fig. 2, we observe that the RZF-CN scheme provides less error between $\widetilde{\mathcal{E}}$ and $E(\phi)$ than the RZF-BDF2 schemes. The values of the zero factor $\mathcal{P}(\eta)$ are very close to zero for both RZF-CN and RZF-BDF2 schemes. We also choose two differ-


Figure 1: A comparison of the SAV-CN, and RZF-CN methods in solving the Allen-Cahn equation. (a) The numerical energies using the SAV-CN and the RZF-CN schemes with $\Delta t=0.01$. (b) Numerical results of $\widetilde{\mathcal{E}}(\phi)-E(\phi)$ using the SAV-CN and the RZF-CN schemes with $\Delta t=0.01$.
ent $\mathcal{P}(\eta)$ with $\mathcal{P}_{1}(\eta)=k_{1} \eta$ and $\mathcal{P}_{2}(\eta)=k_{2} \eta_{t}$ to check the influence on the accuracy. From Fig. 3, one can see that different choices of $\mathcal{P}(\eta)$ have little effect on accuracy. Meanwhile, we choose $k_{1}=1,0.5$ and 0.1 to compare the effect on the accuracy of the proposed algorithm. It seems that smaller parameters $k_{1}$ give better accuracy.

We perform the numerical test to the Allen-Cahn equation (5.2) with the following initial conditions in 2D and 3D:

$$
\begin{equation*}
\phi(x, y, 0)=\tanh \left(10\left(\frac{x^{2}}{0.04}+\frac{y^{2}}{0.36}-1\right)\left(\frac{x^{2}}{0.36}+\frac{y^{2}}{0.04}-1\right)\right) \tag{5.3}
\end{equation*}
$$


(a)

(b)

Figure 2: A comparison of SAV-CN and RZF-CN methods in solving the Allen-Cahn equation. (a) Numerical results of $\widetilde{\mathcal{E}}(\phi)-E(\phi)$ using the RZF-CN and the MZF-BDF2 schemes with $\Delta t=0.01$. (b) Numerical results of the zero factor $\mathcal{P}(\eta)$ using the RZF-CN and RZF-BDF2 schemes with $\Delta t=0.01$.


Figure 3: A comparison of different $\mathcal{P}(\eta)$ and coefficient $k$ for $\mathcal{P}_{1}(\eta)=k_{1} \eta$ and $\mathcal{P}_{2}(\eta)=k_{2} \eta_{t}$.

$$
\begin{equation*}
\phi(x, y, z, 0)=\tanh \left(\frac{\sqrt{(x-0.5)^{2}+(y-0.5)^{2}+(z-0.5)^{2}}-R_{0}}{\sqrt{2} \epsilon}\right) . \tag{5.4}
\end{equation*}
$$

For the initial condition (5.3), we set $(x, y) \in[-1,1] \times[-1,1], M=0.01$ and $\epsilon=0.02$. We choose $256 \times 256$ Fourier modes to discretize the space and use the time step $\Delta t=10^{-3}$. Fig. 4 shows the numerical test results at $t=0,0.4,1,2$ to the Allen-Cahn model using the RZF-CN method. In Fig. 5, we present a comparison of energy in Fig. 5(a), the nonlinear free energy $(F(\phi), 1)$ and $R^{n+1}$ in Fig. 5(b) and the zero factor $\mathcal{P}(\eta)=\eta$ in Fig. 5(c) of RZF-CN scheme. It is obvious to see that the proposed RZF method dissipates the almost original energy. From Figs. 5(b) and 5(c), we observe that the values of the zero factor are essentially zero except at a few time steps for this example. The trend of the value of zero factor $\mathcal{P}(\eta)$ is highly consistent with the variation of the nonlinear free energy which implies that the introduced zero factor $\mathcal{P}(\eta)$ is essential and very efficient to capture the sharp dissipation of the nonlinear free energy.

For the initial condition (5.4), we set $\Omega=[0,1]^{3}$ with $R_{0}=0.3, \epsilon=0.02, T=3.5, M=0.01$ and give $\Delta t=0.01$. We discretize the space by the Fourier spectral method with $128 \times$ $128 \times 128$ modes. The snapshots of zero level set to the numerical solutions using the RZF-CN method are shown in Fig. 6. The simulation results depict the motion by mean curvature property and non-conservation of mass very well.


Figure 4: Snapshots of zero level set to the numerical solutions of Allen-Cahn model with the initial condition (5.3) at $t=0,0.4,1,2$.


Figure 5: (a) The comparisons of numerical energies between $\widetilde{\mathcal{E}}(\phi)$ and the original energy $E(\phi)$. (b) The numerical results of $R^{n+1}$ and $\left(F\left(\phi^{n+1}\right), 1\right)$. (c) The evolution of $\eta(t)$ of Allen-Cahn model with the initial condition (5.3).


Figure 6: Snapshots of zero level set to the numerical solutions of Allen-Cahn model with the initial condition (5.4) at $t=0,2,3,3.5$.

### 5.2 Cahn-Hilliard model

Consider the following well-known Cahn-Hilliard model:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=M \Delta\left(-\epsilon^{2} \Delta \phi+\phi^{3}-\phi\right), \quad(\mathbf{x}, t) \in \Omega \times[0, T] \tag{5.5}
\end{equation*}
$$

with the free energy

$$
\begin{equation*}
E(\phi)=\int_{\Omega} \frac{\epsilon^{2}}{2}|\nabla \phi|^{2}+\frac{1}{4}\left(\phi^{2}-1\right)^{2} d \mathbf{x} . \tag{5.6}
\end{equation*}
$$

To give a more efficient simulation, we specify $F(\phi)=\left(\phi^{2}-1-\beta\right)^{2} / 4$. Then the above Cahn-Hilliard equation is obtained as

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=M \Delta\left(-\epsilon^{2} \Delta \phi+\beta \phi+F^{\prime}(\phi)\right), \quad F^{\prime}(\phi)=\phi\left(\phi^{2}-1-\beta\right), \quad(\mathbf{x}, t) \in \Omega \times[0, T] . \tag{5.7}
\end{equation*}
$$

Next, we investigated the numerical tests by the proposed RZF method to the CahnHilliard model with the following initial conditions:

$$
\begin{align*}
& \phi(x, y, 0)=0.01 \cos (2 \pi x) \cos (2 \pi y),  \tag{5.8}\\
& \phi(x, y, z, 0)=1-\sum_{i=1}^{2} \tanh \left(\frac{\sqrt{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}+\left(z-z_{i}\right)^{2}}-r}{\sqrt{2} \epsilon}\right),  \tag{5.9}\\
& \phi(x, y, z, 0)=0.05 \operatorname{rand}(x, y, z), \tag{5.10}
\end{align*}
$$

where "rand" implies a random number generating function ranged from -1 to 1 .
We set the initial condition as in (5.8) to check the convergence rates of our proposed schemes. We adopt uniform meshes $N_{x}=N_{y}=128$, and set $T=1, \epsilon=0.4, M=0.5, \beta=2$ and $\mathcal{P}(\eta)=\eta$. Fig. 7 shows the results of the errors and convergence rates for the RZF-CN and RZF-BDF2 schemes. Numerical results demonstrate the accuracy and efficiency of our proposed scheme.

Next, we investigate the coarsening dynamics driven by the Cahn-Hilliard equation with the initial conditions (5.9) and (5.10). We set $\Omega=[0,1]^{3}, \mathcal{P}(\eta)=\eta_{t}, \epsilon=0.01, M=1$,


Figure 7: Convergence test for Cahn-Hilliard equation using RZF-CN and RZF-BDF2 schemes.


Figure 8: Snapshots of zero level set to the numerical solutions of Cahn-Hilliard model with the initial condition (5.9) using RZF-CN scheme at $t=0,0.01,0.1,0.2$.
$r=0.14,\left(x_{1}, y_{1}, z_{1}\right)=(0.5,0.4,0.5),\left(x_{2}, y_{2}, z_{2}\right)=(0.5,0.7,0.5)$. Here, we use $N_{x}=N_{y}=N_{z}=128$, $h=1 / 128$, and $\Delta t=1 \mathrm{e}-3$. Fig. 8 shows the numerical investigation results at $t=0,0.01,0.1,0.2$ to the 3D Cahn-Hilliard model with the initial condition (5.9). One can see that the initially separated spheres connect with each other gradually and finally merge into a big vesicle. The results are also consistent with those presented in [4]. Fig. 9 shows the numerical investigation results at $t=0,0.01,0.1,0.2$ to the 3D Cahn-Hilliard model with the initial condition (5.10). The above results represent well the coarsening dynamics of the Cahn-Hilliard equation.

### 5.3 Phase filed crystal model

Consider the following Swift-Hohenberg free energy:

$$
E(\phi)=\int_{\Omega}\left(\frac{1}{4} \phi^{4}+\frac{1}{2} \phi\left(-\epsilon+(1+\Delta)^{2}\right) \phi\right) d \mathbf{x}
$$

where $\mathbf{x} \in \Omega \subseteq \mathbb{R}^{d}, \phi$ is the density field, $g \geq 0$ and $\epsilon>0$ are constants with physical significance, $\Delta$ is the Laplacian operator.


Figure 9: Snapshots of zero level set to the numerical solutions of Cahn-Hilliard model with the initial condition (5.10) using RZF-CN scheme at $t=0.02,0.1,0.5,2$.

Considering a gradient flow in $\mathrm{H}^{-1}$, one can obtain the following phase field crystal (PFC) model:

$$
\frac{\partial \phi}{\partial t}=\Delta \mu=\Delta\left(\phi^{3}-\epsilon \phi+(1+\Delta)^{2} \phi\right), \quad(\mathbf{x}, t) \in \Omega \times Q,
$$

which is a sixth-order nonlinear parabolic equation and can be applied to simulate various phenomena such as crystal growth, material hardness and phase transition. Here $Q=(0, T], \mu=\delta E / \delta \phi$ is called the chemical potential.

In the following, we simulate the benchmark simulation for the PFC model. We choose the initial condition $\phi_{0}(x, y)=\widehat{\phi}_{0}+0.01 \times \operatorname{rand}(x, y)$, where the $\operatorname{rand}(x, y)$ is the random number in $[-1,1]$ with zero mean. In this test, set $\epsilon=0.325$ and adopt uniform meshes $N_{x}=N_{y}=128$ in the Fourier spectral method.

We show the phase transition behavior of the density field for different values at various times in Fig. 10 with different $\widehat{\phi}_{0}$ and $\Omega$. We observe that for different $\widehat{\phi}_{0}$, the shape and rate of crystallization of crystals are different. In all cases, the process of the phase transition is qualitative agreement of the density fields. Similar computation results for phase field crystal model can be found in many articles such as in [22]. The energy curves are plotted for PFC model with different initial conditions in Fig. 11. It is observed that the computed energy for all cases decays with time.


Figure 10: Crystal growth pattern formation with different initial conditions governed by the PFC model.


Figure 11: (a) Energy of $\widetilde{\mathcal{E}}(\phi)$ and $E(\phi)$ with $\Omega=[0,100]^{2}$ and $\widehat{\phi}_{0}=0.1$. (b) Energy of $\widetilde{\mathcal{E}}(\phi)$ and $E(\phi)$ with $\Omega=[0,200]^{2}$ and $\widehat{\phi}_{0}=0$. (c) Energy of $\widetilde{\mathcal{E}}(\phi)$ and $E(\phi)$ with $\Omega=[0,200]^{2}$ and $\widehat{\phi}_{0}=0.2$.
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