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Abstract. In this paper, we propose two new explicit multi-symplectic splitting meth-
ods for the nonlinear Dirac (NLD) equation. Based on its multi-symplectic formu-
lation, the NLD equation is split into one linear multi-symplectic system and one
nonlinear infinite Hamiltonian system. Then multi-symplectic Fourier pseudospec-
tral method and multi-symplectic Preissmann scheme are employed to discretize the
linear subproblem, respectively. And the nonlinear subsystem is solved by a symplec-
tic scheme. Finally, a composition method is applied to obtain the final schemes for
the NLD equation. We find that the two proposed schemes preserve the total symplec-
ticity and can be solved explicitly. Numerical experiments are presented to show the
effectiveness of the proposed methods.
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1 Introduction

In this paper, we consider the (1+1)-dimensional nonlinear Dirac (NLD) equation [1]

(1.1)

Y =AY, +if (|¥1)*>—|¥2|?)BY,
F1(x,0)=¢1(x), ¥a(x,0)=¢2(x),
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where ¥ = [¥1,¥]" is a spinorial wave function, which describes a particle with the spin
—1/2. Here, ¥; and ¥» are complex functions, i =+/—1 is the imaginary unit, f(s) is a
real function of a real variable s, A and B are matrices
0 -1 -1 0
=[5 ] el

Some numerical methods have been developed to solve the NLD equation (1.1), such
as spectral methods [2] and finite difference methods [3-5]. In [6], finite volume methods
with fine meshes are proposed to study the interaction dynamics of the Dirac solitary
waves. In [7-9], high-order accurate Runge-Kutta discontinuous Galerkin method is also
developed to simulate the solitary wave interaction of the NLD equation. More recently,
an integrating-factor method for the NLD equation is proposed in [10]. In this paper, we
aim to study efficient multi-symplectic methods for the NLD equation. Multi-symplectic
methods are a kind of methods which can preserve the multi-symplectic conservation
law of Hamiltonian partial differential equations (PDEs) under appropriate discretiza-
tions and perform better than tranditional methods in long time simulation [11], like the
well known symplectic methods (see for instance [12-15]). Recently, such kind of meth-
ods have been paid a lot of attentions to [16]. Some multi-symplectic methods have been
developed for the Hamiltonian PDEs, such as multi-symplectic Preissmann scheme [11,
17], multi-symplectic Runge-Kutta methods [18], multi-symplectic spectral discretiza-
tions [19], multi-symplectic Fourier pseudospectral method [20, 21], multi-symplectic
wavelet collocation method [22-25], and so on. However, most of the multi-symplectic
methods are implicit and not efficient enough in computation. In order to solve these
problems, some efforts have also been made. In [26], splitting method is firstly intro-
duced to reduce the difficulty of solving multi-symplectic methods. The effectiveness of
multi-symplectic splitting methods is shown numerically in [27-29]. Using symplectic
Runge-Kutta-Nystrom methods and symplectic Runge-Kutta-type methods, Hong et al.
developed explicit multi-symplectic methods for the wave equation [31] and the Klein-
Gordon-Schrodinger equation [32], respectively.

In [33], it is shown that the NLD equation can be written into a multi-symplectic form.
And based on such a formulation, multi-symplectic Runge-Kutta (MSRK) methods for
the NLD equation are theoretically investigated. Furthermore, numerical experiments
are presented to show the effectiveness of the MSRK methods for the NLD equation
in [1]. However, the MSRK methods for the NLD equation are implicit. It is required
to use a fixed-point iteration method to solve nonlinear equations which will cost a lot
of efforts. In this paper, we develop two explicit multi-symplectic splitting methods for
the NLD equation. Firstly, the NLD equation is split into one linear subproblem and one
nonlinear subproblem. And then, the two subproblems are integrated separately. On
the one hand, the linear subproblem is written as a multi-symplectic form. Then, multi-
symplectic Fourier pseudospectral method and multi-symplectic Preissmann method are
used to discretize this linear subproblem. Moreover, it is shown that the two proposed
methods for the linear subproblem can be solved explicitly. On the other hand, the non-
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linear subsystem for the NLD equation can be written as an infinite Hamiltonian system
and solved explicitly by a symplectic scheme. Finally, the Strang splitting method is in-
troduced to obtain the final explicit schemes, which preserve the total symplecticity of the
NLD equation. In order to show the effectiveness of the proposed methods, numerical
experiments of propagation and interaction of solitary wave solutions are presented. In
addition, the preserving properties of conservation laws of charge, energy and momen-
tum are also investigated.

The rest of this paper is arranged as follows. In the rest of this section, we give the
definition of charge, energy and momentum of the NLD equation, and then consider
an important case of (1.1). The conservation laws of charge, energy and momentum
are also restated. In Section 2, multi-symplectic formulation of the NLD equation and
its corresponding conservation laws are introduced. In Section 3, two kinds of multi-
symplectic splitting methods are constructed for the NLD equation. Furthermore, it is
shown that such methods can be solved explicitly. Numerical experiments are presented
to show the effectiveness of the proposed methods in Section 4. Finally, conclusions are
made in Section 5.

In this context, the charge Q, the momentum P and the energy £ of the NLD equation
(1.1) are given by [1]

Q)0 = [ (1%1(x) P+ ¥ (x,0))dx,

PE)(H= [ Im(Tlaa—x‘Iﬂ—i-Tz%‘Fz)dx, (1.2)
E(¥)(t) = /R (Im(?l%‘i’z—l-Tz%‘I’l)+f(!‘i’1|2—|‘1’2|2)>dx,

where Im(¥) and ¥ denote respectively the imaginary part and the conjugate of the
complex ¥, f is defined by f(s)= [, f(1)dt.
In this paper, we consider an important case of the NLD equation (1.1) as that in [1]

oY, JY,

——1———|—im‘1’1—|—2i)\(|‘1’2|2—|‘I’1|2)‘I’1:O,
oY, 0¥, . . '
—at2 +—ax1 — iy +2A (12— [¥2]2)¥2 =0,

namely, f(s) =m—2As in (1.1), where m and A are real constants.
From [1], we know that the NLD equation (1.3) has the following conservation laws.

Proposition 1.1. If the solution ¥ of the NLD equation (1.3) satisfies

lim [¥(xt)[|=0 and lim [0,¥(x,t)|=0 uniformly for t€R, (1.4)

|x| =00 |x|—+o0

then
Low)=0, Lpw)=0 and Te(w)()=0
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2 Multi-symplectic formulation of the nonlinear Dirac equation

In this section, we restate some results from [1]. By letting Y1 = p1 +igq1, Y2 = p2+ig», the

NLD equation (1.3) can be written as a system of real-value equations

( dp1  Ops
a—pt+£—mq1—ZA(p%Jrq%—p%—q%)ql=0,
FYI
TSR mp 22 (4 - pE a1 =0,
a9
L2+ P 2M(p3+ 3 - = )32 =0,
g2

| S+ SR —mpr—2A (PR +B—P— ) p2 =0

2.1)

Moreover, the system (2.1) can be written as a multi-symplectic Hamiltonian PDE [11]

with
1
z=lpraupagal’,  S(2)=5(A(pi+qi—pi—a2) —m)(pi+ai—p2—a2),
_|] 0o _10J
u=la 7] Sl
Here
0 1
=[]

2.2)

From the multi-symplectic theories [11, 18], we know that the system (2.2) satisfies a

multi-symplectic conservation law
wi+1x, =0,

where w and « are pre-symplectic forms with

w= %dz/\Mdz, K= %dz/\Kdz.

The system (2.2) also has a local energy conservation law
Ei+F,=0 with E(z)=5(z)— %ZTsz, F(z)= —zTKz,

and a momentum conservation law

L+G,=0 with G(z):S(z)—%zTMzt, I(z) = Zz"Mz,.

(2.3)

(2.4)

(2.5)
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For the NLD equation (1.3), the above conservation laws are given explicitly by
w=dpiNdq1+dprNdqy, x=dpiN\dq+dprNdqy,

1/ 9 d d d
E(Z)ZS(Z)—Q(ngql—@am+plgoh—qlgpz),
1/ 9 d d d
:E(P2$CI1—5125191‘1‘]915‘72—‘715}72),

1&( 90 9 1
G(2)=5(z)~5 L (pigi—aig;pi), 1(z)=73,

i=1 i

F(z)
2
3 <Pi%ﬂi_%%rh‘)-

In addition, for the NLD equation (1.3), it follows that

— 0 — 0 ~
m(Fio-¥o+ Fo 1) +F([ ¥ - [¥2) = —2E.

ox 0x
Hence,
E(F)(F) = —2 / E(2(x,t))dx. (2.6)
R
Similarly, we can obtain
P¥)(t) = / Im(%iqfﬁ%i%)dxzz / 1(z(x,1))dx. 2.7)
R dx ox R ’

3 Multi-symplectic splitting methods for the nonlinear Dirac
equation

The Hamiltonian PDE (2.2) can be split into subsystems [26]
Mz +Kiz, =V,S'(z), i=1,2,---,N, (3.1)

where K =—K;, YN, K;=Kand YN, S'(z) =S(z). It is easy to know that the subsystems
(3.1) have the following multi-symplectic conservation laws

wi+(x;)x =0, (3.2)

where w=dz/2AMdz, x;=dz/2/NK;dz,i=1,2,--- ,N.
For the NLD equation (1.3), it can be decomposed into one linear subproblem

¥, =L(Y)=AY¥,+imBY (3.3)
and one nonlinear subproblem

¥ =N (¥)=—-2A([¥1]>~[¥2[*) BY, (3.4)
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where ¥, A and B are defined as that in (1.1). The above two subproblems can be written
as real-value equations, namely

(Op1 , Ip2 _
o ax =0
0 0
%+%+mp1:0,

L: arf ; (3.5)

2 1 _
W—i_a——i_qu O,
9q2 9 _
{ W-l-g—mpz 0,
and
( apl

= AP+ G- —a)q =0,

9
S+ (PR + B P g =0,
N: 3ps (3.6)
=7 AP G- al) =0,

)
—=—2M(p3+q5—p1—47)p2=0.

It is noticed that both the linear subproblem (3.5) and the nonlinear subproblem (3.6) can
be written as a multi-symplectic form (3.1) with

1
L: Ky=K, S'(z)=—gm(pi+ai—pi—a3),
1
N: Ky=0, $(z)=sMpi+qi—pi—2)"
In addition, the nonlinear subproblem (3.6) can also be written as an infinite Hamiltonian
system

9

5ZH(Z)/ Z= [Pl;ﬂl;PZ;qz]T/ (37)

Zt :M_l

with a symplectic conservation law

d
o /Q wdx =0, (3.8)

where w =dp; Adqy +dp, Adq, and the Hamiltonian function is

A
H(Z)ZE/Q(p%Jrq%—p%—q%)zdx-
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3.1 Discretizations for the linear subproblem

We assume that the NLD equation (1.3) is to be integrated in the spacial interval [x[,xg]
and let L =xg —x be the length of the interval. A uniform grid (x,t,) with space-step
Ax=L/N and time-step At is considered in this paper, where N is the number of spacial
subintervals. The space grid points are denoted by x, =x;+(k—1)Ax and p; x and g;x are
the approximations to p;(x,t) and g;(xk,t), respectively, i=1,2, k=1,2,---,N. Similarly,
ka ~ pi(xk,tn) and q?,k =~ qi(xk,tn).

3.1.1 Multi-symplectic Fourier pseudospectral method for the linear subsystem

In order to apply the Fourier pseudospectral method, we assume that the boundary con-
ditions for the NLD equation (1.3) are periodic, namely ¥;(x,t) =¥;(xg,t), i=1,2. And
let the number of spacial subintervals N to be an even integer in this subsection. In the
Fourier pseudospectral method, the first-order partial differential operator o, yields the
Fourier spectral differentiation matrix D1, which is an N x N skew-symmetric matrix with
elements

1 k+1 X —X]
(Dl)k,l:{ 5(_1) VCOt(” 2 )’ I#k, for k,1=1,2,---,N.
0, =k,

Here, y =27 /L. For more details about the Fourier pseudospectral method, see [20] and
references therein.

Using the Fourier pseudospectral method in space direction, we can obtain a semi-
discretization system for the linear subproblem (3.5)

(dp,
dt
d

U | Dyg,+mp, =0,

dt
b (3.9)
dtz +Dp,+mq,=0,

dq,
It 2+ Dyq, —mp,=0,
where p; = [pi1,pi2, ,pin]" and q;= 91,912 JqiN]T =12
Then, the multi-symplectic Fourier pseudospectral method is obtained while implicit
midpoint scheme is implemented in time direction

+D;p,—mq; =0,

n+l n+1/2 n+l/2
=pi—

D n+1/2 n+1/2

ﬂ-‘rl _q] At

at(Dip )
( )
n+1_p At(D n+1/2+mqn+l/2)
at( )

+mpy
(3.10)

n+1 — qz qun+1/2 n+1/2
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where pif = [pf, plh, - pin]T pf 2= (P +p] 1) /2, ete.
Furthermore, Eq. (3.10) can be written as

n—+1 n

5117+1 1 1 -1 2717

| = (2(Lav+5Ath+5Atm]2)  — L) al (3.11)
2

a a5

0 0 Dy 0 0 -Ixy 0 O
0 0 0 D _ 0 0
Dy o 0o o |"PTlo 0 0o I
0 Dy 0 0 0 0 —Iy O

identity matrix. By direct calculation, we can obtain

where [1 = . Here, Iy is the Nx N

A aA  —-D)B7! 0
1 1 -1 | —aA A 0 —DjB~!
(1w -+ 5800+ 580mp) = _BD, 0 Bl _gpt |1 (12
0 —-B~'D}  aB™! B!

where a=Atm/2, D{=AtD;/2, A=(I+D{B~'D})/(144?), B=(1+a%)[-D"2.

Because B is a symmetric and circulant matrix, we can know its inverse matrix B~!
is also a symmetric and circulant matrix [34]. Therefore, in order to obtain B!, we just
need to know its first column. That is to say, we can obtain the matrix (Iuy+At];/2+
Atm], /2)~! easily. Therefore, (3.11) is an explicit scheme.

3.1.2 Multi-symplectic Preissmann method for the linear subsystem

The multi-symplectic Fourier pseudospectral method can only be used for periodic
boundary conditions. For non-periodic boundary conditions, we have to use other multi-
symplectic methods. The multi-symplectic Preissmann scheme is one of the most popular
methods which can be used to solve problems with non-periodic boundary conditions.

From [11], we know that the multi-symplectic Preissmann scheme for the linear sub-
problem (3.5) can be written as

AeMyp  +Midypy  —mMiMagqy =0,
dthq’f,k-I-Mtdxqg,k-i-thMxp’f,k =0,
diMxpy  +Midypy  +mMM.q; , =0,
AtMxq  +Midrqy  —mMiMyp; =0,

(3.13)

where dp} = (p{ " —pi ) /AL depl = (P1, =P /B2, Mep = (P11 4P ) /2, Mapl =
(p?k+1 + pfk) /2, etc..
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It is noticed that (3.13) can be written as the compact form

aM —cM  bD 0 pit! aM c¢M —bD 0 p
cM aM 0 bD Q| | -eM aM 0 —bD q! (3.14)
bD 0 aM  cM pptt| | D 0 aM —cM Py |’ ’
0 bD  —cM aM qgﬂ 0 -bD cM aM q;
where a=1/(2At), b=1/(2Ax), c=m/4,
1 1 -1 1
M: e , D: e °.
1 1 -1 1
1 1 NxN 1 —1 NxN
Furthermore, it can be derived that (3.14) is equivalent to
pi' pi
CITH _ -1 _ q;
n+1 - (leB <M®I4) I) n | (315)
P> P2
" a3
where
aM —cM bD 0 aM  ¢cM —bD
| M aM 0 bD 1 a1 —cM  aM 0 —bD
B=1wo 0o am m|r B ZAOWL p 0 M —em
0 bD  —cM aM 0 —-bD M aM

Here, A= (a?+c?)M?—b>D? and ® is the Kronecker inner product.
In fact, since the matrix 2aB~!(M®1I;) — I can be expressed as

202A"TM?—1  2acA~'M?  —2abA~'MD 0

—2acAIM? 222AIMZ—T 0 —2abA~*MD

—2abA~'MD 0 202A"TM?—1  —2acA"'M?* |’
0 —2abA"'MD  2acA"'M? 2a2A'M?-—1

we just need to obtain A~! in order to solve the linear equation (3.15) explicitly.
In addition, it is noticed that

1 a 1
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where the matrix C(x) denotes 1 ,d=a?—b*+2, a=2(a?+b*+c?)/d,
X

x 1
B=(a+vVa*?—4)/2 and v=(a—+va?>—4)/2. And we can derive

ag M ap o aN-—4 an-3 an—2 by-1 ]
bn-1 4o a ap - an—4 an-3 bn—>
bn—o byo1 4o a ) o an-4 bnos
Cl(x)= ,
by o byoo b1 ag a az b3
b3 by o bn—2 bno1 ag M by
by b3 by o bn—2 bno1 o ag by
| b by b3 by o byo2 b1 bo

where a; = (—x)*&, by=(—x)*/y fork=0,1,2,---,N—1,and &=1+(—x)N /5, y=1—(—x)N.
Hence the inverse matrix of A can be obtained exactly. Therefore, the scheme (3.15) is
explicit.

3.2 Discretization for the nonlinear subproblem

For the nonlinear subproblem (3.6), the point-wise accuracy solution can be computed
as [35]

1 _pn efziAAt(|‘Y5”k\27\‘Y§1,k|2)’
e =Y (3.16)
gt =9 e (2" = [¥14%)
Namely
[ p’f;gi ] _ [ cosf  sinfy Pik
gt —sinf;  cosy a1’
1k Lk (3.17)

Pt ] T cost, —sing, | [
qgj(rl sinf;  cosy TGy |
where 0, =2AAt([Y] 12— ¥4 12).

It is easy to derive from (3.17) that dpj ' Adg| " = dp} Adq}, and dpy ' Adgy Tt =
dpy  Adqy . That is to say, the scheme (3.17) preserves the total discrete symplecticity
2wy Ax of the nonlinear subproblem exactly, where wy =dpY , AdqY , +dp3 , Adq; . Hence,
(3.17) is a symplectic scheme.

In this paper, we choose the second order Strang splitting method

¥, (x,t+AF) =exp (%N ) exp(AtL)exp (%N) Yi(x,1), i=12, (3.18)
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to combine the solutions of the linear subproblem and the nonlinear subproblem to ob-
tain the final schemes for the NLD equation (1.3). If the mult-symplectic Fourier pseu-
dospectral method is used to solve the linear problem in (3.18), the method is referred
to as multi-symplectic splitting Fourier pseudospectral method (MSSFPM). On the other
hand, if multi-symplectic Preissmann scheme is used, the method is referred to as multi-
symplectic splitting Preissmann method (MSSPM). As the linear subproblem and the
nonlinear subproblem can be both integrated explicitly, we state that the MSSFPM and
the MSSPM are both explicit methods. Since multi-symplectic and symplectic methods
are employed to integrate the linear subsystem and nonlinear subsystem, respectively,
the proposed methods have a good long time stable property in each step.

Furthermore, under periodic or vanishing boundary conditions, the same total dis-
crete symplecticity Xyw;Ax as the nonlinear subproblem is preserved by the multi-
symplectic methods which are used to solve the linear subproblem. So the proposed
splitting methods in this paper can preserve the total symplecticity of the NLD equation
in such boundary conditions.

4 Numerical experiments

In this section, we choose periodic boundary condition ¥ (xy,t) =¥ (xg,t) to show the ef-
fectiveness of our proposed methods, where x; and xg are real constants. And according
to (1.2), (2.6) and (2.7), we define the errors in discrete charge, energy and momentum as

N
Y (¥ ¥ = [¥9 = [¥2, ) A, (4.1a)
k=1
N
—2Y (E{—E})Ax, (4.1b)
k=1
and
N
2Y (I -1))Ax, (4.1¢)
k=1

respectively, where E}' =~ E(z}}) and I} ~ I(z}}). For the MSSFPM, we use (D;p}); and
(D19} )« to approximate d/9xp], and 9/0xq}, that appear in E} and I}, respectively, i =
1,2. For the MSSPM, we choose dyp}; and d.q;, as the approximations.

Example 4.1. When the constants m =1 and A =1/2 in (1.3), the NLD equation has the
following theoretical solitary wave solution [1]

(1) = [¥9°, ¥5°] " = [M(x),iN(x)]Te ™, (4.2)
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MSSFPM MSSFPM

MSSFPM MSSFPM

Figure 1: The four numerical solitary wave functions obtained by using MSSFPM with initial condition ¥5%(x,0),
A=0.75, [xr,xg]=[—24,24], N=160, At=0.01.

where
cosh((1—A?)1/2x)

1+ Acosh(2(1—A2)1/2x)’
sinh((1—A2)1/2x)

1+ Acosh(2(1—A2)1/2x)’

M(x)=(2(1—=A?)V2(14+A)V/? (4.3a)

N(x)=(2(1-A2))V2(1-A)1/2 (4.3b)

and the frequency A is a real constant.

The numerical results for the solitary wave solution (4.2) with A =0.75 are showed in
Fig. 1 and Fig. 2.

From these two figures, we can see that both the MSSFPM and the MSSPM perform
well. The time interval [0,100] contains almost 12 periods, which matches with the theo-
retical solution. The corresponding errors in the charge, energy and momentum for the
two proposed methods are shown in Fig. 3.

From this figure, we can see that both of the methods preserve the charge, energy
and momentum well. Compared with the MSSPM, nevertheless, the MSSFPM performs
better in preserving the global conservation laws.

In addition, a numerical accuracy test of spatial direction is also presented in Table 1.
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MSSPM MSSPM

Figure 2: The four numerical solitary wave functions obtained by using MSSPM with initial condition ¥ (x,0),
A=0.75, [xL,xg]=[—24,24], N=160, At=0.01.

For the MSSFPM, we observe that the errors decrease until N = 160. When the
MSSFPM achieves its maximum efficiency, a larger number of nodes does not improve
the accuracy of the results. This phenomenon is due to the non-periodicity of the real
problem. To further improve the result, we should use larger interval [x7,xg] to do the
simulation. For the MSSPM, we can see that the scheme is of approximately second or-
der accuracy in space direction. In such a situation, N =20 is not large enough to obtain
satisfied results due to the lower order accuracy in space direction compared with the
MSSFPM.

Example 4.2. When m=1 and A=1/2, there is another exact solution of the NLD equation
(1.3) which represents a solitary wave traveling with velocity v [10], that solution is

¥ = 85 (1), 95 ()], (4.4

where

55 +1 SW (& f : —1 SW(= T
P () = | I () +sign(0)y -1 (%), (4.50)

¥ (%,F)+sign(0) || T ¥ (7). (4.5b)
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2 MSSFPM 16° MSSPM

14

I
N

12

i

10

o o
o ©

Error in the charge
o
=

Error in the charge

o
[

!
N
o

0 20 40 60 80 100 20 40 60 80 100
t t
10 MSSFPM MSSPM

o

Error in the energy
N
Error in the energy
o e e e
© N ol [

o
o

o
o
w

0 20 40 60 80 100 0 20 40 60 80 100
t t

-14 MSSFPM -11 MSSPM

x 10 x 10

-2t

-4t

Error in the momentum
Error in the momentum

-6t

0 20 40 60 80 100 0 20 40 60 80 100
t t

Figure 3: Corresponding errors in the discrete charge, energy and momentum obtained by the MSSFPM and
the MSSPM.

Here, y =1/V1—-1%, ¥ =y(x—vt), =(t—vx), ¥]¥ and ¥5" are defined in (4.2) and
sign(v) denotes the sign of v. When v >0, the wave travels from left to right and, when
v <0, from right to left; when v =0, it does not move and we get the standing wave (4.2).
Because the MSSFPM and the MSSPM give similar numerical results, we just present the
results obtained by the MSSFPM in this subsection. In addition, the charge density of the
NLD equation (1.3) is defined by

po(xt) =1 1> +|¥2|*. (4.6)
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Table 1: The accuracy test of the NLD equation (1.3) with the solution (4.2) in the space direction at time
t=1, At=0.0001, [x1,xg] = [—24,24].

N MSSFPM MSSPM

L% error L error LZerror order L*®error order
20 | 7.08E-02 3.02E-02
40 | 1.24E-02 6.16E-03 5.00E-02 - 3.35E-02 -
p1 | 80 | 1.04E-05 8.34E-06 1.07E-02 222 8.21E-03 2.03
160 | 6.62E-06 3.61E-06 2.53E-03 2.08 198E-03 2.05
320 | 6.62E-06 3.61E-06 6.37E-04 199 5.14E-04 1.95
20 | 1.16E-01 6.39E-02
40 | 8.41E-03 3.22E-03 1.81E-02 - 7.05E-03 -
q1 | 80 | 1.29E-05 8.10E-06 3.87E-03 223 2.72E-03 1.37
160 | 7.11E-06 3.88E-06 1.01E-03 194 8.49E-04 1.68
320 | 7.11E-06 3.88E-06 2.84E-04 1.83 249E-04 1.77
20 | 8.67E-02 2.34E-02
40 | 2.28E-03 6.21E-04 2.43E-02 - 1.31E-02 -
p2 | 80 | 1.22E-05 4.46E-06 5.61E-03 2.11 3.45E-03 1.92
160 | 1.62E-06 7.90E-07 1.39E-03 2.01 8.53E-04 2.02
320 | 1.62E-06 7.91E-07 3.57E-04 196 221E-04 1.95
20 | 7.13E-02 1.92E-02
40 | 1.09E-02 3.30E-03 3.34E-02 - 1.91E-02 -
g2 | 80 | 4.39E-06 2.35E-06 757E-03 139 5.35E-03 1.84
160 | 1.51E-06 7.36E-07 1.73E-03 2.13 1.28E-03 2.06
320 | 1.51E-06 7.37E-07 427E-04 2.02 3.28E-04 1.96

4.1 Propagation of one soliton

We use the initial value
¥ (x,0) =¥ (x—x0,0) 4.7)

to simulate one soliton of the NLD equation (1.3). The propagation of one soliton is
shown in Fig. 4. The corresponding global errors are also presented in this figure. From
the figure, we can see that the solitons transmits without any change with respect to
shapes and velocities; the charge, energy and momentum are preserved very well.

4.2 Collision of double solitons

The collision of two solitons of the NLD equation (1.3) is presented in Fig. 5 with initial
condition
¥ (x,0) ="} (x—x;,0)+ ¥ (x—x.,0). (4.8)

From this figure, we can see the interaction of these solitons is elastic when A = 0.5.
Fluctuations in the errors of energy and momentum are clearly observed at about t =
40 when collision happened in this case. While A = 0.2, the interaction of two solitons
is inelastic, oscillatory waves are generated when two solitons collided. In this case,
however, the symmetry of the solution is preserved very well.
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(1.3) and its corresponding errors obtained by

MSSFPM with xo =0, [xr,xgr] =[—24,24], N=200, At=0.01. Left: A=0.5, v=-0.2, right: A=0.2, v=0.2.
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right: Aj=A,=0.2.
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4.3 Interaction of triple solitons

The NLD equation (1.3) admits three solitons under the initial condition
¥ (x,0) ="} (x—x,,0)+¥;, (x—xn,0) +¥F;° (x —x,,0). 4.9)

The interaction of triple solitons are shown in Fig. 6. The corresponding errors of (4.1a),
(4.1b) and (4.1c) are also illustrated in this figure. We can see that the collision is almost
elastic. After collision, the amplitudes of the left wave and the right wave become larger
while the amplitude of the middle wave becomes smaller. From the corresponding er-
rors we can conclude that the charge, energy and momentum are preserved well. While
collision happened, fluctuation is observed in the error of the energy.
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Figure 6: Interaction of three solitons of the NLD equation (1.3) and their corresponding errors obtained by
MSSFPM with v;=—v,=0.2, v,,=0.0, x, =—x;=20, x, =0, A;=Ap,=A,=0.5, [x1,xr] =[—30,30], N=300,
At=0.01.

5 Conclusions

In this paper, we propose two multi-symplectic splitting methods to solve the nonlinear
Dirac equation. We find that these two methods can be solved explicitly and preserve



512 Y. M. Chen, S. H. Song and H. J. Zhu / Adv. Appl. Math. Mech., 6 (2014), pp. 494-514

the total symplecticity of the NLD equation under periodic or vanishing boundary con-
ditions. From the results of numerical experiments, we can see both the MSSFPM and the
MSSPM are effective. The MSSFPM, nevertheless, has better performance in preserving
the discrete charge, energy and momentum under the same spatial grids due to its high
accuracy in space direction. The numerical results also show that the proposed methods
are effective in simulating interaction of soliton solutions.
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