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Abstract. In this paper, a new sharp-interface approach to simulate compressible
multiphase flows is proposed. The new scheme consists of a high order WENO fi-
nite volume scheme for solving the Euler equations coupled with a high order path-
conservative discontinuous Galerkin finite element scheme to evolve an indicator func-
tion that tracks the material interface. At the interface our method applies ghost cells
to compute the numerical flux, as the ghost fluid method. However, unlike the orig-
inal ghost fluid scheme of Fedkiw et al. [15], the state of the ghost fluid is derived
from an approximate-state Riemann solver, similar to the approach proposed in [25],
but based on a much simpler formulation. Our formulation leads only to one single
scalar nonlinear algebraic equation that has to be solved at the interface, instead of
the system used in [25]. Away from the interface, we use the new general Osher-type
flux recently proposed by Dumbser and Toro [13], which is a simple but complete Rie-
mann solver, applicable to general hyperbolic conservation laws. The time integration
is performed using a fully-discrete one-step scheme, based on the approaches recently
proposed in [5, 7]. This allows us to evolve the system also with time-accurate lo-
cal time stepping. Due to the sub-cell resolution and the subsequent more restrictive
time-step constraint of the DG scheme, a local evolution for the indicator function is
applied, which is matched with the finite volume scheme for the solution of the Eu-
ler equations that runs with a larger time step. The use of a locally optimal time step
avoids the introduction of excessive numerical diffusion in the finite volume scheme.
Two different fluids have been used, namely an ideal gas and a weakly compressible
fluid modeled by the Tait equation. Several tests have been computed to assess the
accuracy and the performance of the new high order scheme. A verification of our
algorithm has been carefully carried out using exact solutions as well as a comparison
with other numerical reference solutions. The material interface is resolved sharply
and accurately without spurious oscillations in the pressure field.
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1 Introduction

The simulation of compressible multiphase problems, such as reactive flows in combus-
tion processes or flows involving phase changes, introduces many numerical difficulties
associated with the treatment of the material interface. Numerical inaccuracies and spu-
rious oscillations can occur at contact discontinuities even if diffusion and chemical reac-
tions are not considered. In particular, unphysical oscillations in the pressure field arise
at the material interface due to the change of the equation of state and the large density
gradients across the interface, in particular in the case of simulations of fluids involving
liquids and gases.

Different approaches have been proposed in literature. For mixtures of perfect gases
with a non-constant ratio of specific heats, Abgrall [1] developed a successful quasi-
conservative approach. However, the approach is limited to mixtures of ideal gases so
far. A simple correction of the total energy has been proposed by Jenny et al. [22] com-
puting the in-and outgoing volume fluxes over each cell interface such that a constant
pressure in all fluids is achieved by decoding the conservative variables from the numer-
ical fluxes. Although the numerical approaches just mentioned are successful for specific
test cases, it is hard to extend them to more complex applications that contain gases and
liquids with other general equations of state.

A completely different treatment of the material interface consists of tracking it ex-
plicitly with a level set function [27, 33], which is a signed distance function that takes
the value zero at the interface. Fedkiw et al. [14,15] proposed the well-known ghost fluid
method that reduces the problem of interactions of two different fluids at the material in-
terface to two separate single-phase Riemann problems. The missing values for density,
velocity and pressure on the other side of the material interface are assigned to a ghost
fluid by a suitable procedure based on one sided extrapolation of the entropy, described in
detail in [15]. This method simulates properly and efficiently general compressible mul-
tiphase flow problems avoiding spurious oscillations in the pressure and density fields
at the material interface. However, Liu et al. showed from a complete analysis in [25]
that the original ghost fluid method does not work correctly when applied to a strong
shock impacting on a material interface, because the locations of the shock front and in-
terface are computed in a wrong manner. Liu et al. [25] provided an improved ghost fluid
method, in which a nonlinear algebraic system at the interface is solved at the interface
position. It is derived from a two-shock approximation to the Riemann problem at the
interface and is written for the general Mie-Grüneisen family of equations of state. The
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resulting algorithm is able to cure the main deficiencies inherent in the original ghost
fluid approach.

Another method to track material interfaces is the volume of fluid (VOF) method,
which has been introduced by Hirt and Nichols in [20]. It is based on the concept of
a fractional volume of fluid and defines a function whose value is unity at any point
occupied by one fluid and zero otherwise. This function moves with the fluid and a non-
conservative evolution equation is used to evolve it. However, up to now, most of the
applications of the VOF method are restricted to the simulation of incompressible fluids.

Chang and Liou [3,24] introduced a new diffuse-interface method based on an exten-
sion of the AUSM+ scheme to solve compressible multiphase flows. It is based on the
stratified flow approach, where the interactions of fluids of the same type are computed
by a traditional method for the solution of hyperbolic conservation laws. The computa-
tion of interactions of fluids of different type require the exact or approximate solution
of the corresponding multi-phase Riemann problem. Additional dissipation terms have
been added to the AUSM+ flux to apply the scheme to both liquid and gas flows. Al-
though the dissipation terms actually enhance the stability of the scheme, it can occur
in some pathological situations that the system of equations becomes ill-posed, i.e., that
hyperbolicity is lost, see [3].

In this paper, we propose a new sharp-interface method. The interface is identi-
fied by the zero-level of a function whose evolution is governed by a non-conservative
advection equation that is solved with a path-conservative approach [30], based on a
high order accurate path-conservative discontinuous Galerkin (DG) finite element (FE)
method [6, 8, 32]. The use of a high order DG scheme [4] allows us to track the material
interface very accurately with a sub-cell resolution. In our approach, the compressible
Euler equations are solved with a high order accurate finite volume scheme based on the
WENO reconstruction of Dumbser et al. [7,9,10]. The time integration is performed using
an ADER-type (Arbitrary order DERivative Riemann problem) time stepping procedure,
introduced for conservation laws by Titarev and Toro [34, 36, 37] and subsequently gen-
eralized by Dumbser et al. [6, 8] to non-conservative hyperbolic systems. Since the DG
scheme has a more restrictive time step than the finite volume scheme due to the linear
stability condition, a time-accurate local time stepping [11,18] has been introduced in the
new method to obtain a significant improvement in the computational performance with
respect to a global time stepping scheme and also to reduce the numerical diffusion in
the WENO FV scheme for the Euler equations, because this corresponds to increase the
Courant number. This is an essential feature for a future extension to multiple space di-
mensions. The interactions over the material interface are computed using the ghost fluid
approach, since it can be easily applied to general equations of state. However, instead of
using one sided extrapolation of the entropy to define the state of the ghost cells as Fed-
kiw et al. [15], we solve Riemann problems at the interface using an approximate-state
Riemann solver, as first proposed by Liu et al. [25]. However, our algorithm is consider-
ably simpler in comparison with the approach of Liu et al. [25], that requires the solution
of a 6×6 nonlinear algebraic system. Our method reduces the effort to the solution of only
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one single scalar nonlinear algebraic equation. In this paper, we model the gas phase as
an ideal gas and the liquid phase is modeled as a weakly compressible fluid governed
by the Tait equation of state. Several numerical test cases have been solved to assess the
accuracy and the performance of the new high order scheme by comparing against exact
or numerical reference solutions.

In what follows, we consider the physical model in Section 2, i.e., the compressible
one-fluid Euler equations for two fluids, which are separated by a material interface. The
interface is tracked by a non-conservative evolution equation for an indicator function.
In Section 3, the new numerical scheme is explained. First, the focus is on the definition
of the ghost states across the material interface and second, the WENO reconstruction for
the solution of the Euler equations is briefly described. Afterwards, Section 3.4 regards
the time integration using the ADER-type one-step approach together with the local time
stepping, applied to the evolution of the indicator function by the path-conservative DG
method. The numerical results are presented in Section 4 and good accuracy is obtained
applying the new approach. Conclusions and an outlook to future work are presented in
Section 5.

2 Physical model

The basic equations governing compressible one-dimensional flows consist of the Euler
equations

∂Q

∂t
+

∂F(Q)

∂x
=0, (2.1)

with the vector of conserved variables Q and the flux vector F being defined as

Q=




ρ
ρv
ρe


, F=




ρv
ρv2+p

v(ρe+p)


. (2.2)

Here, t is time, x is the spatial coordinate, ρ is the density, v is the velocity, e is the total en-
ergy per unit mass and p is the pressure. To simulate a multifluid system the variables in
Eq. (2.2) are related to one sort of fluid (gas or liquid) in each cell. In this paper, the fluids
are assumed chemically non-reacting, not in equilibrium and they do not inter-penetrate.
They interact over the contact interface that is marked using an indicator function f . It is
a numerical function, whose positive values correspond to one fluid and the negative val-
ues correspond to the other. The zero level of the indicator function marks the location of
the material discontinuity. The temporal evolution of the indicator function is performed
solving the following partial differential equation (PDE) in non-conservative form

∂ f

∂t
+v

∂ f

∂x
=0. (2.3)

Eq. (2.3) corresponds to the evolution equation of the level set function used by Fedkiw
et al. [15]. Here, we use for simplicity an indicator function for which it is much easier to
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determine the initial conditions: constant states on the left and right sides of the interface
are assigned according to the type of the fluid. Note that no positivity condition must
be guaranteed unlike the mass/volume fraction function of the VOF method, but given
Eq. (2.3) each fluid is defined by the value of the indicator function. The discretization of
Eq. (2.3) can be done independently of the set of Euler equations (2.1).

In our applications, two different equations of state (EOS) have been used. The gas
component has been modeled by the EOS of an ideal gas

p=(γG−1)
(

ρe−
1

2
ρv2

)
, (2.4)

where γG denotes the ratio of specific heats. The liquid has been modeled as a weakly
compressible fluid by the Tait EOS

p= k0

[( ρ

ρ0

)γL

−1
]
+p0, k0 =

ρ0

γL

|v|2

M2
, (2.5)

where the coefficient k0 depends on the Mach number M that determines the compress-
ibility of the fluid. Here, |v| is the maximum estimated value of the fluid velocity. The
exponent γL is constant, usually equal to 7, ρ0 and p0 are the density and the pressure of
the fluid at reference conditions.

3 Numerical scheme

Given an interface, it consists of a material discontinuity that defines two separate sub-
domains, each one corresponds to one fluid or the other. In our scheme, the interactions
across the interface are performed using the ghost fluid approach that needs the defini-
tion of ghost states in order to apply two separate single-phase Riemann problems. Since
the Euler equations require a very robust but though high order accurate shock captur-
ing scheme, the third order WENO reconstruction is applied. On the other hand, the
main requirement for solving the indicator equation is spatial resolution. Shock captur-
ing properties are not required for the indicator function since it only consists of a scalar
advection equation with variable coefficients if we consider the velocity field as known
from the solution of the Euler equations. The key idea is to apply a different numeri-
cal approach, i.e., a high order accurate path-conservative discontinuous Galerkin finite
element scheme [6, 8, 32] for the evolution of the indicator function.

The one-step time discretization approach [5–8] used here consists of a local time-
space Galerkin predictor and provides the evolution of the reconstructed WENO poly-
nomial data inside each element during one time step. The high order accurate one-step
time discretization keeps the scheme very compact and enables us to implement a time-
accurate local time stepping, described in detail in Section 3.4. It significantly increases
the computational efficiency of the scheme with respect to a global time stepping method.
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3.1 Ghost fluid approach

In this section, the ghost fluid approach is briefly described. It has been proposed by
Fedkiw et al. in [14, 15] and requires the definition of each fluid at every point in the
computational domain in order to update each fluid separately in time. In this way, each
grid point contains the state (mass, momentum, and energy) for the real fluid that exists
at that point, according to the indicator function and a new ”ghost” state for the other
fluid that does not really exist at the point, because it is on the other side of the interface.
Originally [15] one sided extrapolation of the entropy was used to define the density
in the ghost cells, whereas the velocity and pressure were simply copied from the real
values. However, as proven by Liu et al. in [25], it fails to predict the correct location
of the shock front and interface when a strong shock impacts on the material interface.
Liu et al. [25] obtained an improvement solving a 6×6 nonlinear algebraic system at
the interface. In our scheme, the ghost state is defined through an approximate-state
Riemann solver that leads to one simple scalar nonlinear algebraic equation reducing the
effort to the solution. The solution of the Riemann problem at the interface is provide via
an iterative method after some steps using the shock approximation for the ideal gas and
the rarefaction wave approximation for the Tait equation. For details see the Appendix.
Once the ghost cells are defined, one can use standard one-phase methods to update the
Euler equations at every grid point.

3.2 High order WENO finite volume scheme for the Euler equations

The Euler equations (2.1) are solved using a high order FV scheme based on the WENO
reconstruction. The high order reconstruction is achieved using the nonlinear weighted
essentially non-oscillatory (WENO) strategy presented in [7, 10], which is different from
the original WENO method of Jiang and Shu [23], because it reconstructs entire polyno-
mials instead of point values. It has been implemented in its version with characteris-
tic reconstruction to assure monotonicity at discontinuities also for problems involving
strong shock waves. The details on the WENO reconstruction can be found in the three
above-mentioned publications. Here, we only give a brief summary of the method.

Integrating the Euler system (2.1) over a space-time control volume [xi−1/2;xi+1/2]×
[tn;tn+1], we obtain the one-step FV scheme

Q
n+1
i =Q

n
i −

∆t

∆x

(
Fi+ 1

2
−Fi− 1

2

)
, (3.1)

where Q
n
i denotes the ith cell average at the time step n

Q
n+1
i =

1

∆x

∫ x
i+ 1

2

x
i− 1

2

Q(x,tn)dx, (3.2)

and Fi+1/2 is the numerical flux computed at the interface between the cells i and i+1,
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defined as follows

Fi+ 1
2
=

∫ tn+1

tn
Fhdt, Fh = Fh

(
Q−

i+ 1
2

(t),Q+
i+ 1

2

(t)
)

, (3.3)

where Fh is a monotone numerical flux function and the so-called boundary extrapolated
values Q±

i+1/2(t) are computed with the WENO reconstruction procedure followed by the
element local space-time Galerkin predictor, described later. Concerning the numerical
flux Fh, we have used the one recently proposed by Dumbser and Toro [13] for non-
conservative hyperbolic systems. It represents a complete Riemann solver and consists of
a generalization of the Osher-Solomon flux [29] to general hyperbolic systems. It reads

Fh(Q−,Q+)=
1

2

(
F(Q−)+F(Q+)

)
−

1

2

(∫ 1

0

∣∣A
(
ψ(s)

)∣∣ds
)
(Q+−Q−), (3.4)

with the straight line segment path

ψ(s)=Q−+s(Q+−Q−), 0≤ s≤1, (3.5)

and the usual definition of the absolute value of a matrix

|A|= R|Λ|R−1. (3.6)

Here, R denotes the right eigenvector matrix and Λ is a diagonal matrix of corresponding
eigenvalues, to which the absolute value operator is applied component wise. The inte-
gral appearing in (3.4) is now evaluated approximately using Gauss-Legendre quadra-
ture

Fh(Q−,Q+)=
1

2

(
F(Q−)+F(Q+)

)
−

1

2

( G

∑
j=1

∣∣A
(
ψ(sj)

)∣∣
)
(Q+−Q−). (3.7)

Throughout this article, we use G=3 quadrature points.

For the third order WENO scheme used in this article, we first define three reconstruc-
tion stencils for each control volume Ti, namely the centered stencil S0

i =
{

Ti−1,Ti,Ti+1

}
,

the left-sided stencil S−1
i =

{
Ti−2,Ti−1,Ti

}
and the right-sided stencil S+1

i =
{

Ti,Ti+1,Ti+2

}
.

We then compute three different reconstruction polynomials per cell, one obtained for
each stencil. The yet unknown coefficients ŵl of the reconstruction polynomials

ws(x)= ŵs
mφm(x), (3.8)

that use the same basis functions as the DG scheme (3.17) can be obtained by requiring
integral conservation of the reconstruction polynomial on the entire stencil s, i.e., we
require that

1

∆x

∫ x
j+ 1

2

x
j− 1

2

ws(x)dx=Qj, ∀Tj ∈Ss
i . (3.9)
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The final reconstruction polynomial wi(x,tn) is then obtained on each control volume Ti

by the following WENO procedure

wi(x,tn)=
1

∑
s=−1

ωsws(x)=
( 1

∑
s=−1

ωsŵ
s
m

)
φm(x), (3.10)

with

ωs = ω̃s

( 1

∑
k=−1

ω̃k

)−1
, ω̃s =

λs

(OIs+ǫ)r
, λs =

{
106, if s=0,
1, else.

(3.11)

We typically choose ǫ = 10−14 and r = 8. The oscillation indicators are computed in the
classical manner as follows:

OIs =
2

∑
α=1

∫ x
i+ 1

2

x
i− 1

2

∆x2α−1
(∂αWs

∂xα

)2
dx. (3.12)

3.3 Path-conservative discontinuous Galerkin scheme for the
non-conservative indicator equation

The evolution of the indicator function is computed using a high order accurate path-
conservative DG scheme [6, 8, 30, 32]. The use of a DG method [4] remarkably increases
the accuracy of the numerical solution of the indicator function. This is due to the sub-cell
resolution capacity of the DG method in comparison with a classical FV scheme that only
evolves cell averages and thus needs a large stencil to reconstruct the function in terms of
higher degree polynomials. Due to its higher resolution, the DG method is able to keep
initial discontinuities sharper than a finite volume scheme of the same order of accuracy
on the same mesh. Actually, in the case of a material interface the initial condition of
the indicator function f consists of piecewise constant states on each side of the material
interface. For fluid number one the indicator function f takes a positive value and for the
second fluid it assumes a negative value. The interface is then defined at the point where
the indicator function is zero. Recently, Marchandise et al. [26] have used a quadrature
free DG method to solve the level set function on unstructured grids, however without
coupling with fluid mechanics yet. They confirm that their DG scheme seems to give
more accurate results and to exhibit less mass loss than ENO methods for the level set
function.

Benefits come also from the path-conservative approximation. It consists of a gener-
alization of the usual concept of conservative methods for systems of conservation laws
and has the property to be automatically conservative, if the evolution equations can be
re-written in a conservation form. In our case, this is true when the velocity field in the
advection equation (2.3) for the evolution of the indicator function is divergence-free, i.e.,

∇·v=0. (3.13)
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As usual for classical DG schemes [4], we represent the numerical solution at the begin-
ning of a time-step by piecewise polynomials of degree N inside an element as a sum of
degrees of freedom f̂ and space-only dependent basis functions φ = φ(ξ) of maximum
degree N as follows

f =
N

∑
k=0

φk(ξ) f̂k(t) :=φk(ξ) f̂k(t), (3.14)

where ξ denotes the local spatial coordinate, i.e.,

ξ =
x−xi− 1

2

∆x
, (3.15)

in the reference coordinate system. Note that the Einstein summation convention has
been applied. Multiplying the non-conservative equation (2.3) with test functions φk and
integrating over a space-time control volume

Ti =
[

xi− 1
2
;xi+ 1

2

]
×[tn;tn+1], (3.16)

according to the path-conservative approach published in [6,30], we obtain the numerical
DG scheme written in semi-discrete form, as follows

(
f̂ n+1
l − f̂ n

l

)∫ x
i+ 1

2

x
i− 1

2

φkφldx+
∫ tn+1

tn

∫ x−
i+ 1

2

x+

i− 1
2

φk

(
v

∂ f

∂x

)
dxdt

+
∫ tn+1

tn

(
φ

i+ 1
2

k D−
i+ 1

2

+φ
i− 1

2

k D+
i− 1

2

)
dt=0. (3.17)

The jump terms D−
i+1/2 and D+

i−1/2 are defined as follows:

D−
i+ 1

2

=
1

2

(
ṽi+ 1

2
−λ̃max

)(
f +
i+ 1

2

− f−
i+ 1

2

)
, λ̃max =max

(∣∣v−
i+ 1

2

∣∣,
∣∣v+

i+ 1
2

∣∣
)

, (3.18a)

D+
i− 1

2

=
1

2

(
ṽi− 1

2
+λ̃max

)(
f +
i− 1

2

− f−
i− 1

2

)
, λ̃max =max

(∣∣v−
i− 1

2

∣∣,
∣∣v+

i− 1
2

∣∣
)

, (3.18b)

ṽi± 1
2
=

∫ 1

0
v
(
ψ(s)

)
ds=

1

2

(
v−

i± 1
2

+v+
i± 1

2

)
, (3.18c)

where ψ(s) denotes the path along which the integral is computed. In our applications,
we use the simple segment-path

ψ=v−
i+ 1

2

+s
(

v+
i+ 1

2

−v−
i+ 1

2

)
, 0≤ s≤1. (3.19)

In Eq. (3.17), we can assume the velocity field v = v(x,t) as a known function, because
it is computed independently by the local space-time Galerkin predictor method for the
Euler equations (2.1).
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3.4 ADER time integration with local time stepping

Instead of using the governing PDE in its strong differential form to obtain high order
of accuracy in time as in the classical ADER approach [10, 12, 34, 36, 37], we resort to the
local space-time Galerkin scheme proposed by Dumbser et al. in [5–7] for the time inte-
gration. The usual Cauchy Kovalewski procedure used in ADER finite volume schemes
developed by Titarev and Toro [34, 36, 37] and the ADER-DG method of Dumbser and
Munz [12], Qiu et al. [31] is replaced by a local weak formulation of the governing PDE
in space-time. The method proposed in [5] uses a local space-time continuous Galerkin
method to predict the evolution of the reconstructed polynomial data wi(x,tn) inside
each cell during one time step. Thus, high order of accuracy is achieved in a one-step
time discretization.

The local space-time Galerkin predictor described in the following evolves the poly-
nomials wi(x,tn) given by the WENO reconstruction at time tn or already defined by the
piecewise polynomial data representation of the indicator function f in the discontinu-
ous Galerkin finite element framework. We therefore adopt the notation of Dumbser et
al. [5] and define the following two operators

〈A,B〉Ti
=

∫ tn+1

tn

∫

Ti

A(x,t)B(x,t)dxdt, (3.20a)

[
A,B

]t

Ti
=

∫

Ti

A(x,t)B(x,t)dx. (3.20b)

They denote the scalar products of two functions A and B over the space-time element
Ti×[tn;tn+1] and the spatial element Ti, respectively. In the one-dimensional case, the
spatial element Ti is [xi−1/2;xi+1/2]. The conservation law

∂Q

∂t
+

∂F(Q)

∂x
=0, (3.21)

is now multiplied with a space-time dependent test function θk = θk(x,t) and integration
by parts in time is applied to the first term. The numerical solution Q of the previous
equation is assumed to be written in terms of the basis functions θ as follows:

Q=Q(x,t)= Q̂mθm(x,t), (3.22)

this yields the following element-local system of algebraic equations

[
θk,Q

]tn+1

Ti
−

〈 ∂

∂t
θk,Q

〉

Ti

+
〈

θk,
∂F(Q)

∂x

〉

Ti

=
[
θk,w(x,tn)

]tn

Ti
, (3.23)

that can be easily solved by the fixed-point iteration scheme proposed in [5].
The predictor for the indicator function f can be incorporated in this framework by

rewriting it in conservation form using the mass conservation equation of the Euler equa-
tions. This leads to the following evolution equation for f

∂

∂t
(ρ f )+

∂

∂x
(vρ f )=0, (3.24)
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we underline that this equation is only used for the predictor step and not for the final
evolution of the numerical solution of f , which is computed by the path-conservative
DG scheme (3.17).

The new ADER time-evolution procedure (3.23) evolves the piecewise polynomial
data given by the WENO reconstruction or the path-conservative DG scheme for the
indicator function during one time step. A time-accurate local time stepping can be de-
rived using the one-step formulation of the finite volume and the discontinuous Galerkin
schemes, (3.1) and (3.17), respectively. Due to the more restrictive time constraint of the
DG scheme, a local evolution for the indicator equation is necessary. The coupling be-
tween the FV and DG methods is based on the local space-time Galerkin predictor (3.23).
The basic idea is to advance the solution of the indicator function and the solution of the
Euler equations in time using different time steps for both different numerical methods.
The algorithm consists of advancing the Euler equations using a larger time step than the
one needed by the DG scheme for the evolution of the indicator function. To synchro-
nize the evolution of the indicator function with the evolution of the Euler equations, we
adjust the DG time step by defining an integer n so that the DG time step restriction is
satisfied and the following relation holds:

∆tFV =n∆tDG. (3.25)

The local time stepping scheme permits us to exploit the full capacity of the new high
order approach using the sub-cell resolution of the DG scheme to track accurately the
material interfaces, but it avoids the restriction of the time step for the finite volume
scheme used for the solution of the Euler equations. This robust technique not only im-
proves the computational efficiency of the method, but also it does not need to introduce
numerical diffusion in the finite volume scheme for the solution of the Euler equations.
Moreover, the application of the local time stepping looks promising for the future ex-
tension to three-dimensional problems with a significant speed-up of the computation
without compromising the accuracy of the results.

3.5 Sketch of the numerical scheme

In the following, we summarize the necessary steps of the algorithm described before:

1. Definition of the state in the ghost cells

Use the approximate-state Riemann solver described in Appendix to assign the states
of the ghost fluid. Once the scalar nonlinear algebraic equation is solved via iteration at
each interface, one assigns the computed state as the cell average of the ghost cells inside
the three reconstruction stencils, necessary for the WENO reconstruction algorithm.

2. Reconstruction

Apply the WENO reconstruction to the Euler equations, see Section 3.2, to compute
higher order polynomial data within each spatial cell at the beginning of the global time
step.
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3. ADER time integration with local time stepping

Using the ADER time integration update each fluid separately for one global time
step as well as the indicator function for the sub-time steps, see Section 3.4. We underline
that the fluid velocity v in the advection equation of the indicator function f is known
from the predictor solution of the local space-time Galerkin scheme applied to the Euler
equations inside each element and valid for the entire global time step of the finite volume
scheme.

4. Localization of the material interface

Update the position of the interface using the values of the indicator function that
defines which of the fluid states (fluid 1 or fluid 2) is valid at each grid point. The valid
one is taken and the other is discarded (considered as ghost fluid from now on) so that
only one real fluid is defined at each grid point.

4 Numerical results

Several test cases have been implemented to assess the accuracy of the high order scheme
proposed in this paper. In some of the test cases, the incident shock wave impinging on
the material interface is very strong and the original ghost fluid method does not behave
well under these circumstances. All computations have been carried out using a CFL
number of 0.9 and 100 cells. Only the blast-wave interaction problem of Woodward and
Colella [38] has been solved with 400 cells, due to the complex structure of the solution
that needs more cells to be reproduced accurately. If not mentioned otherwise, for the
following test cases the one-dimensional computational domain is 1m long and the val-
ues of pressure, density, velocity and output time are given in MPa, kg/m3, km/s and
ms, respectively.

4.1 Shock tube problems

We consider a modification of the well-known Sod test problem (test 1), solved also by
Fedkiw et al. [15] and Hu et al. [21]. Two ideal gases with different γ are involved. The
initial condition is given by

(ρ,v,p,γ)=

{
(1,0,1,1.4), if 0< x≤0.5,
(0.125,0,0.1,1.667), if 0.5< x≤1.

(4.1)

Transmissive boundary conditions are applied and the final output time is t = 0.2. The
results are displayed in Fig. 1. They refer to density, velocity, total energy and pressure
and show a very good agreement with the exact solution. The material interface in the
density and the total energy profile is resolved sharply, as expected in a sharp-interface
method, and it is also located in the correct position. Note that a very high level of
accuracy is reached despite using only 100 cells and the pressure keeps constant across
the material interface, without any spurious oscillations. For this test case, we note that
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Figure 1: Numerical (symbol) and exact (line) solution of test 1 are compared at the output time t=0.2. The
results report the density, velocity, total energy and pressure fields.

using a global time stepping scheme would have led to a total number of time steps that
is three times more than the one of the present local time stepping algorithm. This is due
to the fact that the DG scheme, used for the evolution of the indicator function induces a
much more severe restriction on the time step than the finite volume scheme used for the
solution of the Euler equations.

In test 2 proposed by Abgrall and Karni [2] and Hu et al. [21], the shock is very strong.
Two ideal gases are involved and the initial condition consists of two constant states on
the left and on the right of the material interface, as follows:

(ρ,v,p,γ)=

{
(1,0,500,1.4), if 0< x≤0.5,
(1,0,0.2,1.667), if 0.5< x≤1,

(4.2)

and transmissive boundary conditions have been applied. The results plotted in Fig. 2
refer to the output time t=0.015 computed on a mesh of 100 cells. A good agreement with
the analytic solution is achieved. A sharp discontinuity at the material interface is com-
puted in the density field. Nevertheless, a glitch appears, even when the code runs on a
finer mesh of 400 cells, see Fig. 3. This is also evident in the numerical solution computed
by Hu et al. [21] using 200 cells. In Fig. 2 (on the top, on the right), it is plotted the com-
parison between two numerical profiles of the density field obtained using two different
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Figure 2: Numerical (symbol) and exact (line) solution of test 2 are compared at the output time t=0.015. In
the plots the density, velocity and pressure fields are reported. On the top, on the right a comparison between
the density solutions computed using the generalized Osher flux [13] (circle) and the classical Rusanov flux
(triangle) is plotted. On the bottom, the solutions computed on a mesh with different resolution (100 and 400
cells) are plotted to demonstrate the convergence.
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Figure 3: Numerical (symbol) and exact (line) solution of test 2 are compared at the output time t = 0.015.
The density and velocity fields are reported. The numerical solutions are computed on a mesh with different
resolution, i.e., 100 and 400 cells.

fluxes, namely the classical Rusanov flux and the generalized Osher flux proposed by
Dumbser and Toro [13]. The glitch at the interface becomes stronger using the Rusanov
flux. This explains our choice to implement the generalized Osher flux that computes
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accurate solutions. The shock located near the end of the domain (close to x=0.8) as well
as the rarefaction wave are well solved. Fig. 3 shows the convergence of the numerical
solution to the exact one when the mesh is refined. The shock and the rarefaction waves
are well resolved though in spite of the glitch in the density profile.

4.2 Shock interface problems

A strong shock impacting on a gas-gas interface is computed in test 3. The incident shock
wave is partly transmitted into the other fluid and partly reflected at the interface. The
initial condition is

(ρ,v,p,γ)=

{
(0.384,27.077,100,1.4), if 0< x≤0.2,
(1,0,1,1.4), if 0.2< x≤1.

(4.3)

In this test case, the ideal gases involved have the same ratio of specific heats. The out-
put time is equal to t =0.03. Transmissive conditions are applied at the boundaries. The
plots in Fig. 4 show the numerical results computed on a mesh of 100 cells using the new
high order scheme proposed in this paper compared against the analytic solution and
the profiles obtained applying the classical ghost fluid approach of Fedkiw et al. [15]. A
considerable improvement in the accuracy of the solution appears using our new high
order scheme. The classical ghost fluid method fails in computing the propagation of the
shocks and the material interface. A very thorough research on this topic has been carried
out by Liu et al. [25] and the problems evident in the classical ghost fluid approach are es-
sentially due to the incorrect assignment of the ghost fluid states at the material interface.
Liu et al. [25] proposed to assign the ghost fluid state by a two-shock approximate state
Riemann solver instead of just copying velocity and pressure and extrapolating entropy
from the real fluid, as in the original ghost fluid approach.

In this article, we adopt the same strategy as the one proposed by Liu et al., how-
ever with a much simpler formulation, as can be seen in the Appendix. From the results
depicted in Fig. 4, we conclude that our algorithm properly computes the correct propa-
gation speed of discontinuities and locates the interface with a sharp jump in the density
and total energy. The shocks are also resolved with a very good level of accuracy using at
most three points and. In the pressure field, no spurious oscillations at the interface ap-
pear. A mesh refinement using 400 cells has been carried out to verify the convergence of
the numerical solution to the exact one. The results related to the density and the velocity
fields are plotted in Fig. 5. As expected, the mesh refinement yields an improvement in
the resolution. Table 1 reports the CPU time required to compute test 3 using the original
ghost fluid method and the new high order scheme. For both computations the third
order one-step ADER time integration has been used as well as the local time stepping
described in Section 3. The approximate-state Riemann solver needs a computational
overhead in comparison with the original ghost fluid approach. Nevertheless, from the
CPU timings reported in Table 1 the additional effort is negligible. Essentially, this is
given by two reasons: the solution of the two wave approximate-state Riemann solver is
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Figure 4: Numerical solutions of test 3 computed with the new high order scheme (circle) and the original ghost
fluid method of Fedkiw et al. [15] (triangle) are compared against the exact solution (line) at the output time
t=0.03. In both computations the WENO reconstruction and the third ADER time integration with local time
stepping have been used on a mesh of 100 cells.
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Figure 5: Numerical (symbol) and exact (line) solution of test 3 are compared at the output time t = 0.03.
The density and velocity fields are reported. The numerical solutions are computed on a mesh with different
resolution, i.e., 100 and 400 cells.

efficiently solved after few iterations and a lower number of time steps have to be com-
puted by our new high order scheme till the output time. This reduces the local overhead
of CPU time due to the introduction of the approximate-state Riemann solver, especially
when a large number of cells are used. From Table 1, the new high order scheme pro-
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Table 1: Quantitative CPU time comparison between the original ghost fluid method (above) and the new high
order scheme (below) to compute test 3. The number of cells and iterations, the total CPU time as well as the
CPU time per element update for both schemes are reported.

Cells Iterations CPU time [s] CPU time per element update [s]

100 166 1.14 6.86×10−5

1000 1644 106.56 6.48×10−5

10000 16376 10526.06 6.43×10−5

Cells Iterations CPU time [s] CPU time per element update [s]

100 164 1.12 6.85×10−5

1000 1633 106.00 6.49×10−5

10000 16328 10496.73 6.43×10−5

vides a better performance at the final output time and it is definitely worth to use the
approximate-state Riemann solver at the material interface.

The next challenging test case consists of the well-known blast wave problem of
Woodward and Colella [38]. One ideal gas is involved and two contact discontinuities
are initially located close to the boundaries of the computational domain. The initial
condition is

(ρ,v,p,γ)=





(1,0,1000,1.4), if 0< x≤0.1,
(1,0,0.01,1.4), if 0.1< x≤0.9,
(1,0,100,1.4), if 0.9< x≤1.

(4.4)

Reflective boundary conditions have been applied. The numerical solution plotted in
Fig. 6 has been computed until the output time of t=0.038 using 400 cells. The numerical
reference solution, which we consider the ”exact” solution, has been obtained solving the
one-phase Euler equations with a second order MUSCL-type TVD finite volume scheme
with a minmod limiter and the Godunov flux based on the exact Riemann solver on
a very fine mesh of 100,000 cells. In Fig. 6, a good agreement can be observed. The
numerical profile reproduces well the complex structure of the solution. Two peaks in
the density, velocity and total energy are computed close to x = 0.65 and x = 0.8. They
derive from the two colliding blast waves. Both material interfaces move in time during
the computation and keep sharply defined.

4.3 Gas-water interaction problems

We consider the interactions between gas and water, modeled with the ideal gas and the
Tait equation of state, respectively. In this gas-water shock tube problem taken from Hu
et al. [21], the initial condition is given by two constant states on each side of the material
interface, as follows

(ρ,v,p,γ)=

{
(0.01,0,1000,2), if 0< x≤0.5,
(1,0,1,7.15), if 0.5< x≤1.

(4.5)
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Figure 6: The numerical profiles of test 4 computed with the new high order scheme (symbol) are compared
against the exact solution (solid line) at the output time t = 0.038. The plots refer to the profiles of density,
velocity, total energy and pressure.

Transmissive conditions are applied to the boundaries. The parameters in the Tait EOS
(2.5) are k0=3310, ρ0=1 and p0=1. The output time is t=0.0008. Fig. 7 shows the density
and pressure fields computed with the new high order scheme on a mesh of 100 cells.
The results show a good agreement with the exact solution. Initially, a huge jump in the
pressure field is located at the interface. The high pressure region progressively expands
from the gas (on the left) to the water (on the right) phase producing a shock wave. A
faster reflected wave front moves to the left in the ideal gas. The material interface keeps
sharply defined (about x=0.5) without producing wiggles in the pressure field.

The next test case has been proposed by Liu et al. [25] and Hu et al. [21] and it consists
of an air bubble collapse problem in one dimension. The initial condition is

(ρ,v,p,γ)=

{
(1.0376,6.0151,1000,7.15), if 0< x≤0.7,
(0.001,0,1,1.4), if 0.7< x≤1,

(4.6)

where water is on the left and ideal gas is on the right of the interface. Transmissive
boundary conditions have been implemented. The parameters for the Tait EOS are given
by k0 = 3310 and ρ0 = 1. The value of p0 results directly from the initial condition. The
final time is equal to t=0.003. The numerical results are displayed in Fig. 8, that gives the
density and pressure profiles. A good agreement with the analytic solution is achieved.
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Figure 7: The numerical solution of test 5 computed with the new high order scheme (symbol) on a mesh of 100
cells is compared against the exact one (line) at the output time t=0.0008. The results show the interactions
between an ideal gas, on the left, and water, on the right of the material interface.
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Figure 8: The numerical solution of test 6 computed with the new high order scheme (symbol) on a mesh of
100 cells is compared against the exact one (line) at the output time t=0.003. The results show the interactions
between water, on the left, and an ideal gas, on the right of the material interface.

The material interface is sharply defined, as shown in the density profile in Fig. 8, on the
left. In this case, the high pressure value is initially into water, on the left. Instead of a
shock, the pressure jump across the interface produces a rarefaction wave that moves to
the left, decreasing the density of water and the related pressure value.

4.4 Low Mach number problems

Now we consider the limit case when the Mach number tends to zero and hence the
compressible Euler equations tend to the incompressible ones. The propagation rate of
the pressure waves becomes infinite and the equations change their type (from hyperbolic
to hyperbolic-elliptic). In our applications, we approach the incompressible behavior by
simulating a weakly compressible fluid at low Mach number using the Tait equation of
state in the compressible Euler equations.

A non-trivial example consists of a one-dimensional test case proposed by Munz et
al. [28]. An acoustic wave is generated by the time-dependent boundary values for the
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velocity, as follows

v(a,t)=+MB sin(t), v(b,t)=−MB sin(t), MB =0.0025, for t∈R+
0 , (4.7)

where MB denotes the Mach number related to the boundary conditions, a and b are the
boundaries of the spatial interval I = [a,b]= [0,π]. A single-phase fluid is located inside
the domain

(ρ,v,p,γ)=

{(
1,0,

1

γ
,1.4

)
, 0< x<π

}
. (4.8)

The output time is equal to t =2. The parameters of the Tait equations consists of ρ0 =1
and p0 = 1/γ. The value of k0 can be derived from Eq. (2.5) assuming the maximum
value of the fluid speed equal to |v| = 0.0025. The non-trivial analytic solution of the
problem denoted by

(
ρAS,vAS,pAS

)
has been obtained by Munz et al. [28] solving the

Euler equations in the limit M→0. It reads

ρAS(x,t)= A
(

cosh
(2M

π

)
−sinh

(2M

π

))
, (4.9a)

vAS(x,t)= Msin(t)
(

1−
2x

π

)
, (4.9b)

pAS(x,t)=
1

γ
−

2M
(

cos(t)−1
)

π
+M2AB

(
πcos(t)+M

(
cos(2t)−1)

) x(x−π)

π2
, (4.9c)

where the terms A and B are defined as follows:

A= e−
2
π Mcos(t), (4.10a)

B=sinh
(2M

π

)
+cosh

(2M

π

)
. (4.10b)

In Fig. 9, the density and the velocity field are displayed. The plots report the analytic
solution and the numerical solutions computed on a mesh of 100 cells using a global
Mach number of M =0.0025 and M =0.00025. As expected, reducing the Mach number,
the numerical solution converges to the incompressible behavior: the oscillations in the
density field are drastically reduced and the velocity profile follows well the linear exact
solution.

In the next test case we analyze the interactions between water and gas, when two
shock waves come from the boundaries. A drop of water is located in the middle of the
domain and it is modeled as a weakly compressible fluid with a low Mach number. The
initial condition is given by

(ρ,v,p,γ)=





(1.225,0,101325,1.4), if 0< x≤0.4,
(1000,0,101325,7.15), if 0.4< x≤0.6,
(1.225,0,101325,1.4), if 0.6< x≤1.

(4.11)



A. Ferrari, C.-D. Munz and B. Weigand / Commun. Comput. Phys., 9 (2011), pp. 205-230 225

x

D
en

si
ty

0 0.5 1 1.5 2 2.5 3
1.0019

1.002

1.0021

1.0022

1.0023

1.0024

1.0025

1.0026

Reference solution
Numerical solution with Mach 2.5e-3
Numerical solution with Mach 2.5e-4

x

V
el

oc
ity

0 0.5 1 1.5 2 2.5 3
-0.003

-0.002

-0.001

0

0.001

0.002

0.003

Reference solution
Numerical solution with Mach 2.5e-3
Numerical solution with Mach 2.5e-4

Figure 9: The numerical solutions of test 7 computed with a global Mach number of M=0.0025 (symbol) and
M=0.00025 are compared against the exact one (solid line) at the output time t=2. Both computations have
been carried out using the new high order scheme on a mesh of 100 cells. The results show the density and
velocity fields.

The values of pressure and velocity are given in Pa and m/s, respectively. The computa-
tional domain is 1cm long. The boundary condition generates high constant compression
that propagates from the boundaries into the domain

v(a,t)=+vB , v(b,t)=−vB , vB =360, for t∈R+
0 , (4.12)

where a and b are the boundaries of the spatial interval

I =[a,b]= [0,1]. (4.13)

The computation has been carried out using 201 cells. The parameters for the Tait equa-
tion of state are ρ0 = 1000, p0 = 101325 and k0 is obtained from Eq. (2.5) with a Mach
number of M = 0.025. Fig. 10 shows the numerical velocity and the pressure fields at
time t = 0.01,0.03 and 0.035. To have clearer plots, the gas phase is denoted by cross
and water by circle. At the first output time the shock waves from the boundaries have
reached the water drop and they have been reflected at the interface. The high compres-
sion perturbs the pressure field in the drop that assumes a parabolic profile, similar to
the analytic solution pAS (4.9c) of the previous test case. The numerical solution for wa-
ter shows a quasi-linear velocity distribution and this is true for all time steps, see the
zoom regions in Fig. 10. Again, this is convalidated by the analytic velocity field vAS in
Eq. (4.9b), related to the low Mach number problem above. At time t = 0.03, the shocks
have been reflected for the second time at the interface. The pressure increases in the
gas phase as well as in the liquid phase. Again a parabolic pressure profile in the drop
has been obtained. After, at time t =0.035, the amplified shock waves are coming to the
drop interfaces and the curvature of the pressure profile in water changes again. These
pressure oscillations in the drop are due to the dynamics of the problem that introduces
an increasing compression from the boundaries.
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Figure 10: The numerical solutions of the velocity and pressure fields related to test 8 at the output time
t=0.01,0.03 and 0.035. The computation has been carried out using 201 cells and a Mach number of M=0.025
for water. The gas phase is denoted by cross and water by circle.

5 Conclusions and future work

In this paper, we have proposed a new high order scheme that combines a path-
conservative approach applied to the DG scheme for the discretization of the indica-
tor function, with the high order WENO FV method for the discretization of the Euler
equations. Moreover, applying a high order ADER-type one-step procedure for the time
discretization, time-accurate local time steps have been used to improve the numerical
accuracy and the computational performance of the method.

Many of the numerical tests proposed in literature [2, 21, 25, 28] have been solved.



A. Ferrari, C.-D. Munz and B. Weigand / Commun. Comput. Phys., 9 (2011), pp. 205-230 227

Good accuracy and performance have been assessed, despite using a rather coarse mesh
of only 100 points. This is due to the high order of accuracy of the scheme, that exploits
the sub-cell resolution of the DG scheme to track the material interface, the high accuracy
of the new generalized Osher flux proposed by Dumbser and Toro [13] and the new
approximate-state Riemann solver used to assign the states to the ghost cells.

Future work will concern the extension of our new numerical approach for compress-
ible multi-phase flows to multi-dimensions based on the encouraging results in 1D pub-
lished in this paper. Our purpose is also to compare future results with other completely
different computational approaches, such as the 3D Lagrangian smooth particle hydro-
dynamics (SPH) method proposed by Ferrari et al. [16, 17] to validate our Eulerian ghost
fluid scheme.
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Appendix: Two wave approximate-state Riemann solver for

phase interactions

To compute the interactions across the material interface, we use the ghost fluid ap-
proach, originally proposed by Fedkiw et al. in [14, 15]. The new idea published in this
paper is about how to compute the state in the ghost cells. Instead of solving a system of
six nonlinear algebraic equations like Liu et al. [25], we reduce the problem to one sim-
ple scalar nonlinear algebraic equation, thus improving considerably the computational
efficiency. We apply an approximate-state Riemann solver that consists of a two-shock
approximation for the gas phase, modeled with ideal gas EOS and a two-rarefaction ap-
proximation for water, modeled with the Tait EOS. For details on the complete exact
Riemann solver, see [35]. It provides the solution of the Riemann problem at the material
interface via iteration after some steps solving the following scalar nonlinear algebraic
equation

gL +gR+∆v=0, ∆v=vR−vL, (A.1)

where the indexes L and R denote the left and the right side st the interface. The function
g and its derivative ∂g (needed by the Newton method) are defined as follows:

gS =





2

γ−1
cS

[( p

pS

) γ−1
2γ

−1

]
, for ideal gas,

2

γ−1
(c−cS), for water,

(A.2)



228 A. Ferrari, C.-D. Munz and B. Weigand / Commun. Comput. Phys., 9 (2011), pp. 205-230

∂gS =





1

ρScS

( p

pS

)− γ+1
2γ

, for ideal gas,

c

ρ
, for water,

(A.3)

where the index S is introduced to indicate the left or the right state at the interface, so
that S = L,R, and c is the sound speed related to each phase. The solution of Eq. (A.1)
provides the state at the interface, that is one value of velocity and the pressure and
two values of density, each of them related to the phases. For initial guess values, we
have taken the average state between the left and the right side of the material interface.
A more sophisticated procedure for obtaining a good initial guess is described in [35].
Convergence is obtained very quickly by a standard Newton method.
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