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Abstract. In this paper, we describe a modified RATTLE (M-RATTLE) method for
rigid body dynamics directly in Cartesian coordinates. The M-RATTLE method in-
troduces a new way of resetting the coordinates to satisfy the constraints at each step,
which is designed for the rigid body dynamics calculations in the Cartesian coordi-
nates. M-RATTLE is algebraically equivalent to the RATTLE method and the cost of
performing rigid body dynamics by M-RATTLE is independent of the number of con-
straints. The interaction forces between atoms belonging to the same rigid molecule do
not need to be computed and explicit expressions of the constraints of internal degrees
of freedom are unnecessary. The performance and sampling results of the proposed
method are compared with those of the symplectic splitting method for an isolated
rigid benz molecule and for a cluster of twenty-seven benz molecules.

PACS (2006): 47.10.Df, 47.11.+j, 02.70.-c
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1 Introduction

There has been great interest in developing stable and efficient algorithms for rigid body
dynamics, see, e.g., [1–3]. There are three formulations for rigid body dynamics: the rota-
tion matrix formulation, the formulation based on the Euler equations, and the Cartesian
formulation [19]. During the past three decades, a number of algorithms have been devel-
oped under these formulations, which include the Gear predictor-corrector algorithm [8],
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the linear constraints method [5], the symplectic splitting methods [6,26,29], the symplec-
tic quaternion scheme [22], the leapfrog scheme [25], the symplectic constrained rotation
matrix integration [15, 21] and the algorithm proposed by Neto et al. [24].

For rigid molecules whose potentials are expressed in terms of interactions between
atomic sites, it is natural to consider calculating the rigid body dynamics directly in Carte-
sian coordinates. The Cartesian formulation is believed to have good stability property,
which can also avoid many complications of Euler equations and quaternions. In the
Cartesian formulation, the dynamics are determined by integrating the equations of mo-
tion of each atom, subject to the constraints that make the molecules rigid (constraining
all internal degrees of freedom). The equations of motion of constrained dynamics are







MẌ(t)=−∂U(X(t))

∂X
− ∂g(X(t))

∂X

T

λ,

g(X(t))=0,

(1.1)

where M=diag{m1,m1,m1,··· ,mN,mN ,mN} is the 3N×3N mass matrix, N is the number
of atoms, mi is the mass of atom i, X is the coordinate of all atoms, U(X) is the potential, g
is the m-dimensional vector of constraints, λ is the m vector of Lagrange multipliers, and
m is the number of constraints. The underlying system of ordinary differential equations,

Ẍ =(I−M−1BT(BM−1BT)−1B)M−1F−M−1BT(BM−1BT)−1 dB

dt
Ẋ, (1.2)

is equivalent to (1.1) provided that the matrix BM−1BT is invertible, where B=∂g(X)/∂X
and F = −∂U(X)/∂X. If the initial values X(0) and Ẋ(0) satisfy the constraints, then
solutions of (1.2) will continue to satisfy the constraints. In practice, we can discretize
(1.2) directly, but the numerical error leads to drifts of the constraints. This is why we
prefer SHAKE or RATTLE which are direct discretizations of the equations (1.1).

In [27], Rychaert et al. proposed SHAKE discretization for (1.1) based on the leap-frog
Verlet scheme,















MVn+1/2 = MVn−1/2+hFn−hBT
n λn,

Xn+1 =Xn+hVn+1/2,

g(Xn+1)=0,

(1.3)

where Fn=−∂U(Xn)/∂X and Bn=∂g(Xn)/∂X, h is the size of the time-step, and {Xn,Vn}
are the coordinates and velocities of all atoms at step n. An alternative velocity-level
formulation, RATTLE, was proposed by Andersen [1]:



































MVn+1/2 = MVn+hFn/2−hBn
Tλn/2,

Xn+1 =Xn+hVn+1/2,

g(Xn+1)=0,

MVn+1 = MVn+1/2+hFn+1/2−hBn+1
Tλv

n+1/2,

Bn+1Vn+1 =0.

(1.4)
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In RATTLE, the hidden constraints

dg(X(t))

dt
=

∂g

∂X
Ẋ =0

are satisfied at each step. RATTLE is symplectic and SHAKE, while not symplectic,
yields solutions with atomic positions identical to those of RATTLE and slightly per-
turbed velocities [18]. In SHAKE and RATTLE, the equations of constraints g(Xn+1)=0
need to be solved to get the Lagrange multipliers λn. This is usually done by SHAKE
iteration or quasi-Newton iteration [2]. There are also other methods developed for the
constrained dynamics, such as the EEM method [7], the LINCS method [11], the NIMM
method [28,30,31], the M-SHAKE method [16], the WIGGLE method [17] and the SETTLE
method [23]. These methods are addressed to constrained dynamics but obviously cover
the case when all the internal degrees of freedom are constrained. The existing methods
for the constrained dynamics under the Cartesian formulation are not suitable for com-
puting the rigid body dynamics for general molecules, since the number of constraints
increases dramatically. This makes the cost of computation too high for large molecules
and some of them have convergence problems when constraints of bond-angles are in-
volved [10–12].

Besides the methods for the constrained dynamics, the linear constraints method in
[5] is a method for the rigid body dynamics under the Cartesian formulation. It chooses
the basic atoms such that the three additional linear constraint relations for each atom are
not included in the basic set. Moreover, it needs to invert a (3N–4)-dimensional matrix at
the beginning of the simulation.

In [6], a symplectic splitting method is presented by integrating the orientation of the
rigid body through a sequence of planar rotations. It is shown in [6, 19, 24] that the sym-
plectic splitting method in [6] is better than those based on quaternions and constraining
rotation matrix, and the conservation of the total energy is practically identical to those
obtained by the procedures of [5,24]. It is pointed out that a recent review article on sym-
plectic algorithms can be found in [20]. Moreover, [24] shows that the accuracy provided
by the leapfrog scheme in [25] is lower than that provided by the methods given in [5,24].

The M-RATTLE method [4] is ideally suited for performing the rigid body dynam-
ics for general molecules under the Cartesian coordinates directly. The method is alge-
braically equivalent to the RATTLE method, so energy conservation can be achieved.
Its cost is independent of the number of constraints. Moreover, it requires to solve a 3-
dimensional eigenvector problem and a 6-dimensional linear system at each iteration for
correcting the coordinates to satisfy the constraints of all internal degrees of freedom. The
interaction forces between atoms belonging to the same rigid molecule does not need to
be computed and the explicit expressions of the 3N–6 constraints are unnecessary.

This paper is organized as follows. In Section 2, we present the M-RATTLE method
for rigid body dynamics. Two numerical examples, one for one isolated rigid benz
molecule in vacuum and the other for a cluster of twenty-seven rigid benz molecules,
are presented in Section 3. The final section will give some concluding remarks.
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2 The M-RATTLE method

For simplicity, we consider rigid body dynamics for one N-atom macromolecule. It is
straightforward to generalize the algorithm to the case of rigid body dynamics with more
than one macromolecule. Constraining one N-atom macromolecule as a rigid body is
equivalent to constraining 3N–6 independent distances between the atom pairs corre-
sponding to the 3N–6 internal degrees of freedom. Assume the ith equation of the con-
straint is

‖~Xi1 −~Xi2‖2
2−l2

i1i2
=0, (2.1)

where ~Xi1 and ~Xi2 are the position vectors of the atoms i1 and i2 involved in the constraint
i, and li1i2 is the equivalent value of the distance between the atom i1 and i2. Let

gi =‖~Xi1 −~Xi2‖2
2−l2

i1i2
, i=1,··· ,3N−6,

g=(g1,··· ,g3N−6)
T, B(X)=

∂g(X)

∂X
.

(2.2)

Suppose we have the positions and velocities {Xn,Vn} at step n, with g(Xn)=0 together
with hidden constraints B(Xn)Vn=0. We obtain the positions and velocities {Xn+1,Vn+1}
at the next time-step through the following three-step procedure: unconstrained step,
correction, and velocity propagation.

2.1 Unconstrained step

In M-RATTLE, the unconstrained step is given by

X
p
n+1 =Xn+Vnh+M−1/2(I−Pn)M−1/2Fnh2/2, (2.3)

where h is the time-step, Fn is the force at step n, and

Pn =P(Xn)= M−1/2BT
n (BnM−1BT

n )−1BnM−1/2. (2.4)

Here Pn is the projection operator from R
3N to the (3N–6)-dimensional subspace

span{M−1/2bnT
1 ,··· ,M−1/2bnT

3N−6},

where bn
i is the ith row of Bn, Bn = B(Xn). The equations (2.3) can be viewed as a

discretization of the underlying ordinary differential equations (1.2) with the last term
−M−1BT(BM−1BT)−1 dB

dt Ẋ in (1.2) omitted.
Define Uex(X) by

Uex(X)=U(X)−Uin(X), (2.5)

where Uin(X) is the potential which depends only on the internal degrees of freedom of
the whole molecule and is a function of g, i.e. Uin =Uin(g). Define Fex(X) by

Fex(X)=−∂Uex(X)

∂X
, (2.6)
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which is the vector of external forces acting on the atoms. Define Fin by

Fin(X)=−∂Uin(X)

∂X
, (2.7)

which is the vector of internal forces acting on the atoms, i.e. the interaction forces be-
tween atoms belonging to the same rigid molecule. From (2.5)-(2.7), we have

F(X)=−∂U(X)

∂X
= Fin(X)+Fex(X). (2.8)

Let F̃n = M−1/2(I−Pn)M−1/2Fn. Actually, F̃n = M−1/2(I−Pn)M−1/2Fex
n . This can be ex-

plained as follows:

M−1/2(I−Pn)M−1/2Fin
n = M−1/2(I−Pn)M−1/2

(

−∂Uin(g(Xn))

∂X

)

=M−1/2(I−Pn)M−1/2

(

−BT
n

∂Uin(g)

∂g

)

=0. (2.9)

Hence,

F̃n =M−1/2(I−Pn)M−1/2Fn

=M−1/2(I−Pn)M−1/2(Fin
n +Fex

n )

=M−1/2(I−Pn)M−1/2Fex
n . (2.10)

That is to say, we do not need to compute the interaction forces between the atoms be-
longing to the same rigid molecule for the rigid body dynamics.

2.2 The correction step

The objective of the correction step is to make the coordinates at step n+1 fulfill the
constraints with a user-specified error tolerance ǫ, i.e. ‖g(Xn+1)‖ < ǫ. The correction
Xn+1−X

p
n+1 should satisfy the following condition:

Xn+1−X
p
n+1∈span{M−1bnT

1 ,··· ,M−1bnT
3N−6}, (2.11)

where bn
i is the ith row of Bn = ∂g(X)

∂X |X=Xn . As shown in the original paper on M-RATTLE
[4], this condition makes the correction to be equivalent to calculating the Lagrange mul-
tipliers in the RATTLE discretization (1.4). In practice, the correction is done as follows:

(1) Initialize X1
n+1 =X

p
n+1 and let k=1.
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(2) Align Xn to Xk
n+1 by Kabsch’s algorithm [13, 14], i.e. find a 3×3 orthogonal matrix

un+1
k which minimizes the function

‖Un+1
k (Xn−Xc

n)−(Xk
n+1−Xkc

n+1)‖2
2, (2.12)

where Un+1
k is a 3N×3N block diagonal matrix, Un+1

k =diag{un+1
k ,··· ,un+1

k }, Xc
n and

Xkc
n are two 3N-vectors of the form Xc

n=(~XcT
n ,··· ,~XcT

n )T and Xkc
n+1=(~XkcT

n+1,··· ,~XkcT
n+1)

T,
~Xc

n and ~Xkc
n+1 are the position vectors for the mass center of the configurations {Xn}

and {Xk
n+1}, respectively. Let X̂k

n+1 =Un+1
k (Xn−Xc

n)+Xkc
n+1.

The Kabsch’s algorithm is described briefly as follows:

(a) Let Zn =Xn−Xc
n and Zk

n+1 =Xk
n+1−Xkc

n+1. Suppose

Zn =(zn
x1

,zn
y1

,zn
z1

,··· ,zn
xN

,zn
yN

,zn
zN

), (2.13)

Zk
n+1 =(zn+1,k

x1
,zn+1,k

y1
,zn+1,k

z1
,··· ,zn+1,k

xN
,zn+1,k

yN
,zn+1,k

zN
), (2.14)

where N is the number of atoms. Let

Dk
n+1 =







Dn+1,k
xx Dn+1,k

xy Dn+1,k
xz

Dn+1,k
yx Dn+1,k

yy Dn+1,k
yz

Dn+1,k
zx Dn+1,k

zy Dn+1,k
zz






, (2.15)

where Dn+1,k
αβ =

N

∑
i=1

zn+1,k
αi z̃n+1,k

βi , α,β∈{x,y,z}.

(b) Determine the three eigenvalues un+1,k
1 ≥un+1,k

2 ≥un+1,k
3 and the corresponding

orthogonal eigenvectors an+1,k
1 , an+1,k

2 and an+1,k
3 of the matrix DkT

n+1Dk
n+1. Let

ãn+1,k
3 = an+1,k

1 ×an+1,k
2 and Ãn+1,k =(an+1,k

1 ,an+1,k
2 , ãn+1,k

3 )T.

(c) Let

cn+1,k
1 = Dk

n+1an+1,k
1 /‖Dk

n+1an+1,k
1 ‖2, cn+1,k

2 = Dk
n+1an+1,k

2 /‖Dk
n+1an+1,k

2 ‖2,

cn+1,k
3 =(cn+1,k

1 ×cn+1,k
2 )/‖cn+1,k

1 ×cn+1,k
2 ‖2, Cn+1,k =(cn+1,k

1 ,cn+1,k
2 ,cn+1,k

3 ).

(d) Let

un+1
k =Cn+1,kÃn+1,k. (2.16)

(3) Let

Xk+1
n+1 =Xk

n+1+M−1/2Pn M1/2(X̂k
n+1−Xk

n+1). (2.17)

If ‖X̂k
n+1−Xk

n+1‖> ǫ, then let k= k+1, and goto Step (2). If ‖X̂k
n+1−Xk

n+1‖< ǫ, then

let Xn+1 =Xk+1
n+1.
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X
n

Xp
n+1

 (X
1
n+1

) 

X1
n+1

 

 

X2
n+1

 

X2
n+1

X3
n+1

 

constraining manifold
      X: g(x)=0 

span{M−1bn
1
,⋅⋅⋅,M−1bn

3N−6
} 

Figure 1: A schematic picture of the first two iterations of the correction step.

In Step (2), since X̂k
n+1 is obtained by aligning Xn to Xk

n+1 and Xn satisfies the con-

straints, {X̂k
n+1} is the configuration which has the least distance to {Xk

n+1} on the con-

straining manifold: {X: g(X) = 0}. If we let Xk+1
n+1 = Xk

n+1+(X̂k
n+1−Xk

n+1), it can be

viewed as correcting the Xk
n+1 to satisfy the constraints exactly. However, it does not

satisfy the condition (2.11). So we project the correction (X̂k
n+1−Xk

n+1) to the subspace

span{M−1bnT
1 ,M−1bnT

2 ,··· ,M−1bnT
3N−6} by M−1/2Pn M1/2(X̂k

n+1−Xk
n+1), and this should

be done iteratively to achieve good accuracy for the equations of constraints. Fig. 1 shows
a schematic picture of the first two iterations of the correction procedure.

The cost of the correction comes mainly from solving a 3×3 eigenvector problem in
Kabsch’s algorithm and computing the projection

M−1/2Pn M1/2(X̂k
n+1−Xk

n+1)

at each iteration of the correction.

2.3 Propagating the velocities

Note that the hidden constraint Bn+1Vn+1=0 is linear with respect to Vn+1. Consequently,
the value of λv

n+1 in the RATTLE method (1.4) can be computed explicitly provided that
Xn+1 is known. For the same reasons mentioned in Section 2.1, we do not need to com-
pute the internal forces at step n+1. Therefore, the last two steps of RATTLE (1.4) can be
rewritten as

Vn+1 =(I−M−1/2Pn+1M1/2)((Xn+1−Xn)/h+hM−1Fex
n+1/2), (2.18)
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where
Pn+1 =P(Xn+1)= M−1/2BT

n+1(Bn+1M−1BT
n+1)

−1Bn+1M−1/2, (2.19)

Bn+1 = ∂g(X)
∂X |X=Xn+1

, Fex
n+1 is the vector of the external forces acting on the atoms at step

n+1, h is the time-step, and M is the mass matrix.

2.4 The projection operator Pn

The projection operator Pn is often used. It is a projection operator from R
3N to the (3N–

6)-dimensional subspace

span{M−1/2bnT
1 ,··· ,M−1/2bnT

3N−6},

where bn
i is the ith row of Bn = ∂g(Xn)

∂X . If Pn is computed by

Pn = M−1/2BT
n (Bn M−1BT

n )−1BnM−1/2, (2.20)

then we need to solve a (3N–6)×(3N–6) linear system whose coefficient matrix is given
by BnM−1BT

n . Assume we have the 6 bases wn
1 ,··· ,wn

6 of the 6-dimensional orthogonal
complementary subspace span{M−1/2bnT

1 ,··· ,M−1/2bnT
3N−6}⊥, i.e. Wn M−1/2BT

n =0, where
Wn is a 6×3N matrix whose rows are wn

1 ,··· ,wn
6 . Then Pn can be computed by

Pn = I−WT
n (WnWT

n )−1Wn. (2.21)

Computing Pn by (2.21) only requires to solve a linear system related to the 6×6 coeffi-
cient matrix WnWT

n . Actually, the bases wn
1 ,··· ,wn

6 can be expressed explicitly. Define

Ti =









m
1
2
i 0 0

0 m
1
2
i 0

0 0 m
1
2
i









, (2.22)

Rn
i =









0 −m
1
2
i zn

i m
1
2
i yn

i

m
1
2
i zn

i 0 −m
1
2
i xn

i

−m
1
2
i yn

i m
1
2
i xn

i 0









, (2.23)

An
i =

(

Ti

Rn
i

)

, (2.24)

where mi is the mass of the ith atom and (xn
i ,yn

i ,zn
i ) is the coordinate for the ith atom of

the configuration {Xn}. Let
Wn =(An

1 ,··· ,An
N). (2.25)

The rows of Wn are the translational and rotational modes of the configuration {Xn} [32]
and it is easy to verify that

Wn M−1/2bnT
i,j =0, i 6= j and i, j∈{1,··· ,N}, (2.26)



538 M. Chen / Commun. Comput. Phys., 2 (2007), pp. 530-544

where

bn
i,j =

∂‖~Xn
i −~Xn

j ‖2
2

∂Xn
, ~Xn

i =(xn
i ,yn

i ,zn
i )

T

is the position vector of the ith atom of the configuration {Xn}. So Wn M−1/2BT
n = 0 and

Wn is the matrix we need. For the linear molecule, the rank of (An
1 ,··· ,An

N) is equal to 5.
Then we let Wn be the 5×3N matrix whose rows are the first 5 rows of (An

1 ,··· ,An
N).

2.5 The M-RATTLE method for rigid body dynamics

With above preparations, the M-RATTLE method for rigid body dynamics in the Carte-
sian coordinates is as follows.

(1) At the first step, give the initial coordinates and velocities {X0,V0}. Set

V0 = M−1/2WT
0 (W0WT

0 )−1W0M1/2V0, (2.27)

to make the initial velocities V0 satisfy the hidden constraints B0V0 =0. Here W0 is
defined as in (2.22)-(2.25) by substituting X0 for Xn, and M is the mass matrix.

(2) At step n (n≥0), suppose we have the coordinates and velocities {Xn,Vn}.

(a) Let

X
p
n+1 =Xn +Vnh+M−1/2WT

n (WnWT
n )−1Wn M−1/2Fex

n h2/2, (2.28)

where Wn is defined as in (2.22)-(2.25), Fex
n is the vector of the external forces

acting on atoms at step n, h is the time-step, and M is the mass matrix.

(b) Initialize X1
n+1 =X

p
n+1, and let k=1.

(b1) Get X̂k
n+1 through aligning Xn to Xk

n+1 by Kabsch’s algorithm.

(b2) Let

Xk+1
n+1 =Xk

n+1+(I−M−1/2WT
n (WnWT

n )−1Wn M1/2)(X̂k
n+1−Xk

n+1). (2.29)

If ‖X̂k
n+1−Xk

n+1‖≥ǫ, goto Step (b1) and set k= k+1. If ‖X̂k
n+1−Xk

n+1‖<ǫ,

then let Xn+1 =Xk+1
n+1.

(c) Let

Vn+1 = M−1/2WT
n+1(Wn+1WT

n+1)
−1Wn+1M1/2((Xn+1−Xn)/h+hM−1Fex

n+1/2),
(2.30)

where Wn+1 is defined as in (2.22)-(2.25) by substituting Xn+1 for Xn, and Fex
n+1

is the vector of the external forces acting on atoms at step n+1.

From the above description, we observe that M-RATTLE dose not need the explicit ex-
pressions of the internal constraints.
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3 Numerical examples

3.1 One benz molecule

In this subsection we choose one isolated rigid benz molecule in vacuum as a first bench-
mark for our integration scheme. A benz molecule has a six-atom ring, which is very
rigid due to its special chemical structure. So constraining it as a rigid body is commonly
done in practice. We performed dynamical simulations for one rigid benz with differ-
ent time-steps to compare the effectiveness of M-RATTLE with the symplectic splitting
method of [6].

The initial velocities are first sampled from a normalized Gaussian distribution, then
the linear momentum is set to zero and the velocities are set to satisfy the hidden con-
straints by (2.27). Moreover, the initial kinetic energy is scaled to be 12.08 kcal/mol. The
stopping criteria for the correction step is

‖X̂k
n+1−Xk

n+1‖1 <10−12. (3.1)

The simulations are all done with 100,000 steps. The LU-factorization method [9] is
used for solving the relevant linear equations in M-RATTLE. The simulations are per-
formed on a PC with 256 MB of memory and 1.2GHz processing speed. The energy
fluctuation defined by E f lu =

√
<E2>−<E>2/|<E>| is taken as the main criterion for

the validity of the simulations.

Fig. 2 shows that the energy fluctuations of symplectic splitting method and M-
RATTLE are quite different for an isolated benz in vacuum. For the symplectic splitting
method, the fluctuations are about 10−6, 10−5 and 10−4, using time-steps of 5 f s, 10 f s and
15 f s respectively. For M-RATTLE, the fluctuations range from 10−14 to 10−12. This is
explained as follows. For an isolated rigid benz in vacuum, there is no external force and
the potential remains constant since the molecule is constrained rigid. In such a situation,
both RATTLE and M-RATTLE conserve the kinetic energy strictly if the equations of con-
straints are solved exactly at each step, while the symplectic splitting method does not.
Therefore, the energy fluctuations of M-RATTLE remain very small since the equations
of constraints are satisfied to finite precision at each step.

For these simulations, the CPU times cost by the symplectic splitting method remain
11.2 seconds and those by M-RATTLE are 13.8 seconds, 15.1 seconds and 17.3 seconds, us-
ing time-steps of 5 f s, 10 f s and 15 f s, respectively. This is because the sympletic splitting
method is explicit and M-RATTLE needs to solve the equations of constraints iteratively
at each step. Moreover, for the one benz molecule problem, there is no external force
and the main cost of M-RATTLE comes from solving the equations of constraints at each
step. When the time-step is large, M-RATTLE needs more iteration loops to solve the
equations of constraints. In these simulations, the average numbers of iterations at each
step of M-RATTLE are 4, 5 and 6 using time-steps of 5 f s, 10 f s and 15 f s, respectively.

The sampling of the rigid body dynamics of the isolated benz molecule using the
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Figure 2: Energy fluctuations of 100000 steps of dynamical simulations for an isolated rigid benz molecules
in vacuum, with time-steps ranging from 5 f s to 15 f s. Calculations carried out with the M-RATTLE method
(solid lines) and with the symplectic splitting method (dotted lines) of [6].

M-RATTLE method and the symplectic splitting method of [6] are also studied. Define

qn =
~Xn

H−~Xc
n

‖~Xn
H−~Xc

n‖2

, (3.2)

where ~Xn
H is the position vector of one selected hydrogen atom of the benz molecule at

step n, and ~Xc
n is the position vector of the mass center of the benz molecule at step n.

The normalized vector qn represents the orientation of the benz molecule at step n. Figs. 3
and 4 show the distributions of components of qn using M-RATTLE and the symplectic
splitting, respectively. The simulations are all done for 500ps, with the time-step is 5 f s.
From these figures we can see that the distributions produced by M-RATTLE are more
reasonable than those produced by the symplectic splitting method.

3.2 A cluster of twenty-seven rigid benz molecules

To compare our method with the symplectic splitting method in [6] for more general
cases, we performed simulations for a cluster of twenty-seven rigid benz molecules with
different time-steps. The initial temperature is set to 300K, and the other initial settings
are the same as in the former example. The CHARMM force field is used [3].
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Figure 3: Distributions of the components of qn, using the M-RATTLE method.
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Figure 4: Distributions of the components of qn, using the symplectic splitting method.

Fig. 5 shows that the M-RATTLE method and the symplectic splitting method of [6]
both lead to stable energy conservations and the magnitudes of the fluctuation for both
methods are of the same order. In these simulations, the CPU times cost by the symplectic
splitting method remain 4775.4 seconds for different time-steps and those by M-RATTLE
are 5283.1 seconds, 5287.7 seconds and 5290.2 seconds, using time-steps of 5 f s, 10 f s and
15 f s, respectively. The average iteration numbers at each step with the three time-steps
for each benz are 3.35, 4.42, 4.51, respectively.
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Figure 5: Energy fluctuations of 50000 steps of dynamical simulations for a cluster of twenty-seven benz
molecules, with time-steps ranging from 5 f s to 15 f s. Calculations carried out with the M-RATTLE method
(solid lines) and with the symplectic splitting method (dotted lines) of [6].

4 Conclusion

The proposed M-RATTLE is a modified version of the RATTLE method, which is ideally
suited for performing rigid body dynamics for general macromolecules in Cartesian co-
ordinates. It is not necessary for M-RATTLE to compute the internal forces, so the explicit
expressions of internal constraints are not required. The proposed method only needs to
solve a 3×3 eigenvector problem and a 6-dimensional linear system at each iteration step
for resetting the coordinates to satisfy the constraints. Its cost is independent of the num-
ber of constraints of all internal degrees of freedom. The accuracy of energy conservation
is higher than that of the symplectic splitting method in [6] for a single free molecule. For
general cases, M-RATTLE achieves the same accuracy for the energy conservation as the
symplectic splitting method in [6], but the cost is a little higher than that of the symplectic
splitting method since M-RATTLE is semi-implicit.
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