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Abstract

This paper provides an analysis on the effects of exact and inexact integrations on

stability, convergence, numerical diffusion, and numerical oscillations for the Eulerian–

Lagrangian method (ELM). In the finite element ELM, when more accurate integrations

are used for the right-hand-side, less numerical diffusion is introduced and better approx-

imation is obtained. When linear interpolation is used for numerical integrations, the

resulting ELM is shown to be unconditionally stable and of first-order accuracy. When

Gauss quadrature is used, conditional stability and second-order accuracy are established

under some mild constraints for the convection-diffusion problems. Finally, numerical ex-

periments demonstrate that more accurate integrations lead to better approximation, and

spatial adaptivity can substantially reduce numerical oscillations and smearing that often

occur in the ELM when inexact numerical integrations are used.

Mathematics subject classification: 65M25, 65M60.

Key words: Convection-diffusion problems; Eulerian–Lagrangian method; Adaptive mesh

refinement.

1. Introduction

In many physical problems, convection dominates diffusion; for these nearly hyperbolic

problems, classical Galerkin finite element methods may suffer from instability and it is natural

to explore the method of characteristics (MoC). It is well-known, however, that deformation of

mesh in the pure Lagrangian framework could lead to deterioration of accuracy of the numerical

solution. The finite element Eulerian–Lagrangian method (ELM) [1, 2] seeks the position of a

particle at previous time that reaches a certain point at current time. Thus, the diffusion

operator is always solved on a fixed mesh, eliminating the need for mesh regeneration. This

method has many variants (see [3, 4] and references therein); and, it is also known as the

semi-Lagrangian method (SLM) in the meteorological community (cf. [5]).
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The ELM has several desirable features: (a) it allows relatively large time-step size; (b) it

results in a symmetric positive definite discrete linear system, which allows usage of available

optimal iterative solvers; (c) it treats (linear or nonlinear) convection terms in a uniform way

and the nonlinearity can be handled by solving various ordinary differential equations (ODEs),

which can be done in parallel easily.

Despite of all these advantages, the ELM is known to have several disadvantages: (1) it

is sensitive to the accuracy of integration/interpolation; (2) it can introduce certain level of

numerical diffusion in practice; (3) its computational overhead for back tracking is usually

heavy. We refer to [6–8] and the reference therein for more details. Indeed, (1) and (2) are

essentially related. Usually, the finite difference ELMs are more diffusive when first-order

interpolation schemes are employed; this is similar to the upwinding scheme [9]. In the finite

element framework, numerical diffusion is much smaller. We can expect that numerical diffusion

can be reduced when more accurate integrations are used on the right-hand-side of finite element

weak formulation. In particular, for a simple one-dimensional case, we prove that the ELM is

free of numerical diffusion when the right-hand-side is integrated exactly; see Section 3. For

more general cases, our numerical experiments also confirms this expectation; see Section 6.

There have been discussions on the convergence and stability of the ELM; we refer to [1,

2, 10, 11] for a priori error estimations, and [12, 13] for studies on numerical stability. Most

analysis on this method in the literature have been carried out under the assumption that all

integrations are evaluated exactly. However, numerical quadratures often have to be used to

evaluate these integrations for two- and three-dimensional problems in practice. Without the

exact-integration assumption, analysis of the ELM is much more involved. To the best of our

knowledge, [12] and [13] are the only papers that analyzed the effect of numerical quadratures

theoretically. More specifically, [12] studied how the stability of the ELM is compromised by

some classical quadrature rules in one dimensional case for pure transport problems.

A posteriori error analysis and spatial mesh adaptivity have been applied to the ELM;

see [14–17]. In particular, [16] gave a residual-based L2(L2) a posteriori error estimator; how-

ever, the numerical experiments therein indicated that the norm of the residual on an individual

element may be a poor estimate of the local error (the norm of the residual can be used to

bound the error on a global basis from above.) In [17], the authors derived a sharp L∞(L1)

a posteriori error estimator for a nonlinear convection-diffusion equation, which is discretized

with the ELM implicitly in time and the continuous piecewise linear finite element in space.

We will use the spatial error estimators proposed in [17] to drive out adaptive mesh refinements

in Sections 5 and 6.

In this paper, we make the following observations on ELM with inexact numerical integra-

tions through theoretical analysis and numerical experiments:

• Numerical diffusion and dispersion. We observe that, when exact integration is employed,

very little numerical diffusion and dispersion are introduced by ELM. On the other hand,

ELM with linear interpolations tends to introduce excessive numerical diffusion.

• Stability and convergence rate. We show the conditional stability and optimal conver-

gence rate for ELM with Gauss quadratures, and unconditional stability and suboptimal

convergence rate for ELM with linear interpolations.

• Effects of adaptive mesh refinement. The adaptive mesh refinement can not only stabilize

the scheme but also reduce numerical diffusion.
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The rest of the present paper is organized as follows. In Section 2, we introduce a model

convection-diffusion problem and its Eulerian–Lagrangian discretization. In Section 3, we give

analysis of numerical diffusion and numerical dispersion introduced by the ELM with exact

integrations. In Section 4, we discuss numerical stability, numerical diffusion, numerical disper-

sion, and convergence of the ELM with inexact integrations. In Sections 5 and 6, we discuss the

effects of adaptivity on the ELM, with numerical experiments, in one and two space dimensions,

respectively. Finally, we summarize with a few concluding remarks in Section 7.

2. The Eulerian–Lagrangian Method

Consider a bounded domain Ω ⊂ Rd (d = 1, 2, 3) with Lipschitz boundary ∂Ω. We denote

the Banach space of real-valued Lebesgue-measurable functions by Lp(Ω), and its norm by

‖ · ‖Lp(Ω), 1 ≤ p ≤ ∞; for p = 2, we drop the subscript and denote the L2-norm by ‖ · ‖. We

denote, by W k,p(Ω), the Sobolev spaces with norm

‖u‖Wk,p(Ω) :=

( ∑
|α|≤k

‖Dαu‖pLp(Ω)

) 1
p

(1 ≤ p <∞) and ‖u‖Wk,∞(Ω) := esssup
|α|≤k

{
‖Dαu‖L∞(Ω)

}
,

where α = (α1, . . . , αd) is a multi-index, |α| :=
∑d
j=1 αj , and Dα := ∂α1

x1
· · · ∂αdxd is the weak

derivative. When p = 2, we denote W k,p(Ω) by Hk(Ω) and Hk
0 (Ω) := {u ∈ Hk(Ω) : u|∂Ω =

0}. Furthermore, we write the Hk-norm and its corresponding semi-norm as ‖ · ‖k and | · |k,

respectively. For a given Banach space V with norm ‖ ·‖V , we denote, by Lp(0, T ;V ), the space

of Lp integrable functions from [0, T ] into V with norm

‖u‖Lp(0,T ;V ) :=

(∫ T

0

‖u‖pV dt

) 1
p

(1 ≤ p <∞) and ‖u‖L∞(0,T ;V ) := esssup
0≤t≤T

‖u(·, t)‖V .

Following Xu [18], we use the following notation: for two positive quantities A and B, the symbol

A . B means that, there is a constant C, which is independent of ε and the discretization

parameter h and ∆t, such that A ≤ C ·B holds. A h B means both A . B and B . A hold.

2.1. A model problem

Consider the following convection-diffusion problem:

ut + b · ∇u− ε∆u = 0, x ∈ Ω, t ∈ (0, T ], (2.1a)

u(x, t) = g(x), x ∈ ∂Ω, t ∈ [0, T ], (2.1b)

u(x, 0) = u0(x), x ∈ Ω, (2.1c)

where b(x, t) is a given velocity field and ε ≥ 0 is the diffusion coefficient. Furthermore, we

assume that b is divergence-free, and ‖b‖L∞ + ‖∇b‖L∞ ≤ Cb, where Cb is a constant.

We define the particle trajectory y(x, s; t) for x ∈ Ω, s ∈ (0, T ], as the solution of the

following initial value problem:

d

dt
y(x, s; t) = b(y(x, s; t), t), y(x, s; s) = x. (2.2)

By introducing the material derivative

Du

Dt
:= ut + b · ∇u, (2.3)
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we can rewrite Eq. (2.1a) in the characteristic form

Du

Dt
− ε∆u = 0. (2.4)

2.2. The Eulerian–Lagrangian discretizations

Consider a uniform time grid tn = n∆t, n = 0, 1, 2, · · · . We apply the backward Euler

scheme for the material derivative defined in (2.3). Then we can rewrite (2.4) in the weak form

for the temporal semi-discretization scheme as:(
un+1 − un∗

∆t
, v

)
+ ε(∇un+1,∇v) = 0, ∀v ∈ H1

0 (Ω),

where un+1 is an approximation of u(x, tn+1) at time level tn+1 and un∗ = un(y(x, tn+1; tn)).

Let Th be a quasi-uniform partition of Ω with mesh size h and Vh be the continuous piecewise

linear finite element space on Th. In 1D, we denote the computational domain as [L,R] and

define the spatial grids as {xj}Nj=0. The full-discretization scheme for (2.1) reads: find un+1
h ∈

Vh, such that

(un+1
h , vh) + ε∆t(∇un+1

h ,∇vh) = (unh,∗, vh), ∀vh ∈ Vh (2.5)

where unh,∗ = unh(y(x, tn+1; tn)). To simplify the discussion, we eliminate the effects of the

accuracy of finding characteristic-feet and assume that we solve (2.2) exactly throughtout this

paper.

We assemble the coefficient matrix on the left-hand side of (2.5) using exact integrations; and

denote the coefficient matrix by K. In the rest of this paper, we use the notation: ν = b∆t/h

and ρ = ε∆t/h2; ν is also known as the CFL number and ρ as the Peclét number.

2.3. A priori error estimates

We refer to the work in [1, Theorem 2] for the a priori error estimation for (2.5) (for ε > 0)

under the assumption that all the integrations in the weak form (2.5) are evaluated exactly:

If the solution u satisfies (a) u ∈ L∞(0, T ;W q,2(R)), (b) ∂u
∂t ∈ L

2(0, T ;W q−1+θ,2(R)), θ = 1, if

q = 2 and θ = 0, if q > 2, (c) ∂2u
∂t2 ∈ L

2(0, T ;L2(R)), then the continuous piecewise linear finite

element solution uh satisfies that

max
0≤tn≤T

‖(u− uh)(tn)‖ ≤C1

∥∥∥∥D2u

Dt2

∥∥∥∥
L2(R×[0,T ])

∆t

+
C2√
ε

(∥∥∥∥∂u∂t
∥∥∥∥
L2(0,T ;W q−1+θ,2(R))

+ ‖u‖L∞(0,T ;W q,2(R))

)
hq.

[2] gave an ε-uniform a priori error estimation for the Navier-Stokes equation and proved the

error in a discrete energy norm |||·||| := (‖ · ‖2 + ε∆t| · |21)
1
2 is

max
0≤tn≤T

|||(u− uh)(tn)||| ≤C3

∥∥∥∥D2u

Dt2

∥∥∥∥
L2(R×[0,T ])

∆t

+ e‖∇u‖L∞(0,T ;L∞(R))

[
C4 ‖u‖L∞(0,T ;W 2,∞(R))

h2

∆t

+C5 ‖∇(∇u)‖L∞(0,T ;L∞(R)) ‖∇u‖
2
L∞(0,T ;L∞(R)) (εh+

h2

∆t
)

]
.
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Here Ci, i = 1, 2, · · · , 5 are constants and independent of h,∆t and ε.

When numerical methods do not yield integrations exactly, the convergence result is more

difficult to obtain; see Section 4 for the details.

2.4. One-dimensional benchmark problems

We introduce two benchmark problems, which will be used for the testing purpose in this

paper.

Problem 2.1. Given the initial condition

u(x, 0) =

{
1, x ≤ 0,

0, x > 0,

the exact solution for the model problem (2.1) (if b is constant) is given by

u(x, t) =
1

2

{
erfc

(
x− bt
2
√
εt

)
+ exp

(
bx

ε

)
erfc

(
x+ bt

2
√
εt

)}
,

where erfc(x) = 2√
π

∫∞
x
e−s

2

ds is the so-called complementary error function. The computa-

tional domain is [0, 2], and we give the Dirichlet boundary condition u(0) = 1, u(2) = 0.

Problem 2.2. Given the initial condition

u(x, 0) = e−(x−x0)2/2λ2

,

the exact solution for the model problem (2.1) (if b is constant) is given by

u(x, t) =
λ√

λ2 + 2εt
e−(x−x0−bt)2/2(λ2+2εt),

where λ is a parameter measures the width of the support of the solution. The computational

domain is [−1, 2], and we give the Dirichlet boundary condition u(−1) = u(2) = 0.

3. The ELM with Exact Integrations

In this section, we consider the one-dimensional model problem (2.1) with a constant velocity

b. In this case, it is easy to evaluate all the integrations in (2.5) exactly.

3.1. Stability

The unconditional L2-stability of the ELM has been proven in [2] under the assumption that

all the integrations are evaluated exactly. The proof is straightforward: By taking vh = un+1
h

in (2.5) and applying the Cauchy–Schwarz inequality, we obtain that

‖un+1
h ‖ ≤ ‖unh,∗‖;

and, “=” holds if and only if the solution is a constant or ε = 0. Since b is divergence-free,

the determinant of the Jacobian of the transformation x → y(x, t; s) is equal to 1 (see, for

example, [19]), we have

‖un+1
h ‖ ≤ ‖unh,∗‖ = ‖unh‖,

which means the ELM with exact integration is unconditionally stable.
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3.2. Numerical diffusion and oscillations

Now we consider the artificial diffusion and dispersion terms introduced in scheme (2.5) by

analyzing its modified equation, which represents the actual partial differential equation solved

by scheme (2.5) (see [20]). We find that there is neither additional second- nor third-order

terms in the modified equation. This observation suggests that the ELM with exact integrations

only introduces small numerical diffusion and oscillations. For simplicity, we assume that the

Courant number ν = b∆t
h ≤ 1 in this section.

Let φj(x) be the nodal basis function at grid point xj . We divide the inner product (unh,∗, φj)

into four parts and integrate each of them. Then, the right-hand-side (RHS) of (2.5) reads

RHS = R1h(unj−1 − unj−2) +R2h(unj − unj−1) +R3h(unj+1 − unj ) + hunj ,

where we define unj = unh(xj), and

R1 = −1

6
ν3, R2 =

1

2
ν3 − 1

6
(1 + ν)3, R3 =

1

6
(1− ν)3.

For the left-hand-side (LHS) of (2.5), we define δ2unj := unj+1 − 2unj + unj−1 and get

LHS = h

[
1 +

(
1

6
− ρ
)
δ2

]
un+1
j , (3.1)

where ρ = ε∆t/h2 for short. Then we can write scheme (2.5) in the following form[
1 + (

1

6
− ρ)δ2

]
un+1
j = R3u

n
j+1 + (R2 −R3 + 1)unj + (R1 −R2)unj−1 −R1u

n
j−2.

We apply the general procedure in [20] to obtain the modified equation of (2.5), we then

arrive at the following result:

Theorem 3.1. The modified equation of scheme (2.5) is

ut + bux − εuxx +M1uxxxx +M2uxxxxx +O(h5) = 0, (3.2)

where

M1 =
bh3

24
ν(1− ν)2 +

1

12
εh2 − 1

2
ε2∆t, M2 =

bh4

180
(3ν2 − 3ν − 1)(2ν − 1)(ν − 1). (3.3)

An interesting observation from (3.3) is that, for pure convection problem (i.e. ε = 0), when

we take ν = 1, there is neither fourth- nor fifth-order terms in the modified equation (3.2).

Hence, we can get a numerical approximation without numerical diffusion and oscillations. In

order to check the effect of numerical diffusion, we can consider:

(ut + bux, u) = 0 =⇒ d

dt

∫
R

1

2
|u|2 = 0.

Hence, the L2-norm of the exact solution is conservative. If there is numerical diffusion intro-

duced by the numerical scheme, then the L2-norm of the numerical solution should decay in

time (here we use the fact that the velocity filed is divergence-free, and the solution of Prob-

lem 2.2 has compact support, see [19] for details). So we can use the behavior of L2-norm of uh
to measure the effect of numerical diffusion. Using Problem 2.2 as a test example, we find that
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T = 1.0.) Left: the exact and numerical solutions; Middle: zoom in; Right: L2-norm of the solutions.
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Fig. 3.3. Using exact integrations to solve a fifth-order polynomial P5(x, t). Solid line: numerical

solution; dashed line: exact solution. (ε = 0, b = 1, h = 2 × 10−2 and T = 0.5, the computational

domain is [0, 2], we zoom in to the interested region.)

the L2-norm of the solution remains a constant for ν = 1 (i.e., M1 = 0.) According to (3.3),

M1 has a local maximum at ν = 1/3 and we can see, from Fig 3.1, that ‖uh‖ decreases fastest

for ν = 1/3.

Another observation from (3.3) is that, for the convection-dominated or pure convection

cases (ε is very small, then the term − 1
2ε

2∆t is also very small, we ignore its effect), as ∆t

goes to zero, the coefficient M1 decreases to 1
12εh

2; but the magnitude of the fifth-order term

M2 increases to bh4

180 (see Fig. 3.2). Hence, relatively big h gives numerical oscillations. This

expectation is confirmed by a simple numerical test: Assume the exact solution is a fifth-order

polynomial in space, P5(x, t) = (x − t − 1)(x − t − 3
4 )(x − t − 1

2 )(x − t − 1
4 )(x − t). For this

solution, we can get rid of the influence of the terms of order higher than 5 in the modified

equation (3.2). The numerical solutions obtained with different time-step sizes on a fixed

uniform mesh are plotted in Fig. 3.3. In this figure, we find that, if ∆t = 10−2 (i.e., ν = 1/2),
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there is no oscillation at all; oscillations appear and get larger as ∆t decreases. This coincides

with the theoretical expectation.

We now summarize this section with a few simple observations.

Remark 3.1. Compared with the original equation (2.1a), the modified equation (3.2) has

no additional second- and third-order derivative terms. To measure the numerical diffusive

and dispersive effects, we look at the higher-order derivative terms, uxxxx and uxxxxx with

coefficients M1 and M2. The magnitudes of M1 and M2 are very small (O(h3) and O(h4) when

ε = 0, respectively.) However, in some extreme cases (when ∆t � h, see Fig3.3), there may

appear numerical oscillations.

Remark 3.2. We can see that M1 is a quadratic function w.r.t. ε. If b = 1, ν = 1, then M1 is

non-negative when h ≥ 6ε; this positive diffusion coefficient is a helping term for stability. On

the other hand, when h is small compared with ε, M1 could be negative. In this case, the effect

of the diffusion term in (2.1a) dominates, and the effect of the negative diffusion is neglectable.

Remark 3.3. It is easy to see that the diagonal and off-diagonal entries of the j-th row of the

coefficient matrix K of the discretized linear system of (2.5) are

Kjj =
2ε∆t

h
+

2h

3
and Kjk = −ε∆t

h
+

1

6
h (k = j − 1 or j + 1).

If h <
√

6ε∆t, K is an M-matrix, which guarantees the discrete maximum principle and leads

to oscillation-free numerical solutions; see [21] for the details.

4. The ELM with Inexact Integrations

In this section, we discuss the effects of inexact integrations on stability, convergence, numer-

ical diffusion, and oscillations. For the piecewise continuous linear finite element discretization,

the RHS of (2.5) is an integration of two piecewise functions on two different meshes; we can

evaluate it exactly for some very special cases. In general, we employ numerical approxima-

tion for it. Here we discuss two simple and easy-to-implement approaches, namely, the nodal

interpolation approach and the Gauss quadrature approach.

4.1. Approach I: nodal interpolation approach

Let unh be the numerical solution at the time level n for Approach I. Let Ih : C(Ω)→ Vh be

the nodal interpolation of unh,∗, i.e.,

Ihu
n
h,∗(x) =

∑
j

unh(yj)φj(x), (4.1)

where yj = y(xj , t
n+1; tn). Then un+1

h satisfies that

(un+1
h , v) + ε∆t(∇un+1

h ,∇v) = (Ihu
n
h,∗, v). (4.2)

Note that Ihu
n
h,∗ and unh are both piecewise linear functions on Th. Now we can compute

(Ihu
n
h,∗, v) exactly. For simplicity, we denote unj = unh(xj) in Section 4.1.1, 4.1.2 and 4.1.3.
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4.1.1. Stability: on uniform meshes

In this section, we prove the stability of scheme (4.2). For the 1D case, assuming that the

velocity field b is a constant, we have the following theorem.

Theorem 4.1. Scheme (4.2) is unconditionally stable in the von Neumann sense for the one-

dimensional constant-coefficient case.

Proof. We denote the integer and fractional part of ν by νI and νF , then (4.2) can be

rewritten as[
1 +

(
1

6
− ρ
)
δ2

]
un+1
j = (1− νF )

(
1 +

1

6
δ2

)
unj−νI + νF

(
1 +

1

6
δ2

)
unj−νI−1. (4.3)

Apply the discrete Fourier analysis on (4.3), we have(
1− 2

3
s2 + 4ρs2

)
G = (1− νF )

(
1− 2

3
s2

)
e−iνIhξ + νF

(
1− 2

3
s2

)
e−i(νI+1)hξ, (4.4)

where i =
√
−1, s = sin(ξh/2), ξ is the wave number, and G is the amplification factor. Note

that s2 ≤ 1, ρ > 0, and |e−iνIhξ| = |e−i(νI+1)hξ| = 1. Take the absolute value on (4.4), we get

|1− 2

3
s2 + 4ρs2||G| ≤ |νF (1− 2

3
s2)e−iνIhξ|+ |(1− νF )(1− 2

3
s2)e−i(νI+1)hξ| = |1− 2

3
s2|.

Then we obtain

|G| ≤
|1− 2

3s
2|

|1− 2
3s

2 + 4ρs2|
≤ 1,

which completes the proof.

As a consequence, we can show the L2 stability:

Corollary 4.1. The scheme (4.2) is L2 stable on R.

Remark 4.1. A direct way to show L2-stability of Approach I on R can be derived: Consider

the one-dimensional constant-coefficient case on R,

Ihu
n
h,∗ =

∑
j

[
(1− νF )unj−νI + νFu

n
j−νI−1

]
φj ,

thus

‖Ihunh,∗‖ ≤ (1− νF )
∥∥∥∑

j

unj−νIφj

∥∥∥+ νF

∥∥∥∑
j

unj−νI−1φj

∥∥∥.
Note that when we take ‖ · ‖ on R, we have∥∥∥∑

j

unj−νIφj

∥∥∥ = ‖unh‖ and
∥∥∥∑

j

unj−νI−1φj

∥∥∥ = ‖unh‖.

Hence, we get that ‖Ihunh,∗‖ ≤ ‖unh‖. In (4.2), let v = un+1
h , drop the term ε∆t‖∇un+1

h ‖2 and

apply the Cauchy–Schwarz inequality, we obtain that

‖un+1
h ‖ ≤ ‖Ihunh,∗‖ ≤ ‖unh‖,

which gives the L2-stability.
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Now we extend the stability result in Theorem 4.1 to a uniform square grid in R2, i.e.

hx = hy = h, and assume that the velocity field b = (bx, by)T is a constant vector.

Theorem 4.2. Scheme (4.2) with bilinear element is unconditionally stable in the von Neu-

mann sense for the two-dimensional constant-coefficient case on a uniform square grid.

Proof. For νx = bx∆t
h ≤ 1, νy =

by∆t
h ≤ 1, we can rewrite scheme (4.2) as,

(M + ε∆tA)un+1
k,l

=M
[
(1− νx)(1− νy)unk,l + (1− νx)νyu

n
k,l−1 + νx(1− νy)unk−1,l + νxνyu

n
k−1,l−1

]
(4.5)

where unk,l = unh(xk, yl). Here

Auk,l =

− 1
3 − 1

3 − 1
3

− 1
3

8
3 − 1

3

− 1
3 − 1

3 − 1
3

 :

uk−1,l+1 uk,l+1 uk+1,l+1

uk−1,l uk,l uk+1,l

uk−1,l−1 uk,l−1 uk+1,l−1

 ,
and

Muk,l = h2

 1
36

1
9

1
36

1
9

4
9

1
9

1
36

1
3

1
36

 :

uk−1,l+1 uk,l+1 uk+1,l+1

uk−1,l uk,l uk+1,l

uk−1,l−1 uk,l−1 uk+1,l−1

 ,
where “:” denotes the tensor product.

Apply the discrete Fourier transformation on (4.5), we obtain

(CM + ε∆tCA)G

=CM

[
(1− νx)(1− νy) + (1− νx)νye

−iηh + νx(1− νy)e−iξh + νxνye
−i(ξ+η)h

]
, (4.6)

where ξ, η are the wave numbers along x-direction and y-direction, respectively; i =
√
−1, G

is the amplification factor, and

CM = h2

[
4

9
+

1

9
cξcη +

2

9
(cξ + cη)

]
, CA =

8

3
− 4

3
cξcη −

2

3
(cξ + cη),

cξ = cos(ξh), cη = cos(ηh). It is easy to check that CA ≥ 0 and CM > 0. Take the absolute

value of scheme (4.6), we get

|CM+ε∆tCA||G| = CM

∣∣∣(1− νx)(1− νy) + (1− νx)νye
−iηh + νx(1− νy)e−iξh + νxνye

−i(ξ+η)h
∣∣∣ .

Then we can obtain

|G| ≤ CM
CM + ε∆tCA

≤ 1.

For νx > 1 and/or νy > 1, the proof is similar.

4.1.2. Stability: on unstructured triangular meshes

We can prove a general result on an unstructured triangular mesh. For simplicity, we drop the

superscripts of unh,∗ and unh in this section.
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Lemma 4.1. Assume ∆t is small enough. If yj is in τ ∈ Th, then

|uh,∗(xj)− uh(xj)| .
∆t

h

∑
k∈V (τ)

|uh(xk)|, (4.7)

where V (τ) is the indices set of vertices of the element τ .

Proof. Using the relationship (2.2) and the assumption that ‖b(x)‖L∞ is bounded, we know

that |yj − xj | = O(∆t). Assume ∆t is small enough, more precisely, yj and xj are in the same

element τ (see Fig. 4.1.) It is easy to see that

O(h)

O(!t)

O(h)

y
j

x
j

"

Fig. 4.1. The patch xj and yj belong to

|uh,∗(xj)− uh(xj)| =
∣∣∣ ∑
k∈V (τ)

(ukφk(yj)− ujφk(yj))
∣∣∣ ≤ ∑

k∈V (τ),k 6=j

|uk − uj |φk(yj). (4.8)

From Fig. 4.1, we can see that

φk(yj) h
∆t · hd−1

hd
=

∆t

h
, for k 6= j.

Then from (4.8), using the triangle inequality, we can complete the proof.

Lemma 4.2. Assume that the mesh Th is shape-regular and ∆t is small enough. Then

‖Ihuh,∗‖ ≤
(

1 + C
∆t

h

)
‖uh‖, (4.9)

where C is a constant, which is independent on ∆t and h.

Proof. Using the triangle inequality, we obtain

‖Ihuh,∗‖ ≤ ‖Ihuh,∗ − uh‖+ ‖uh‖ .
(∑

τ

hd‖Ihuh,∗ − uh‖2L∞(τ)

) 1
2

+ ‖uh‖, (4.10)

here we use the shape-regularity of the mesh. Note that Ihuh,∗ and uh are under the same

mesh, and both of them are linear functions on each τ , so is (Ihuh,∗ − uh), and the maximum
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of |Ihuh,∗−uh| on element τ should be the value on one of the vertices of τ . Using Lemma 4.1,

we have ∑
τ

hd‖Ihuh,∗ − uh‖2L∞(τ) ≤
∑
τ

hd max
k∈V (τ)

|Ihuh,∗(xk)− uh(xk)|2

=
∑
τ

hd max
k∈V (τ)

|uh,∗(xk)− uh(xk)|2

.
∑
τ

hd
(

∆t

h

)2 ∑
k∈V (τ)

|uh(xk)|2 .

(
∆t

h

)2

‖uh‖2,

which completes the proof.

Theorem 4.3. If the triangular mesh Th is shape-regular and ∆t is small enough, then the

finite element solution uh of (4.2) satisfies

‖un+1
h ‖ ≤ (1 + C

∆t

h
)‖unh‖, (4.11)

where C is a constant independent of ∆t and h.

Proof. Let vh = un+1
h in (4.2), and then using the Cauchy–Schwarz inequality, we have

‖un+1
h ‖ ≤ ‖Ihunh,∗‖. (4.12)

By Lemma 4.2, we can obtain inequality (4.11).

Remark 4.2. For the one- and two-dimensional structured grid case, we prove the uncondi-

tionally stable result that ‖un+1
h ‖ ≤ ‖unh‖; but for general unstructured meshes, we conjecture

that the same result should be true, but we have not being able to prove it completely in

Theorem 4.3. In Section 6, we verify this conjecture using numerical experiments.

4.1.3. Convergence

In this section, we analyze the accuracy of scheme (4.2) for the 1D constant-coefficient case,

and show suboptimal convergence rate for Approch I.

First we analyze the truncation error of scheme (4.2) in the following lemma.

Lemma 4.3. In the 1D constant-coefficient case, if ν < 1, then the truncation error of scheme

(4.2) is of O(∆t+ h).

Proof. In the 1D constant-coefficient case, for ν < 1, by taking the Taylor expansion on

(4.3) at (xj , t
n), and dividing the obtained equation by ∆t, we can get that

ut(xj , t
n)+bux(xj , t

n)−εuxx(xj , t
n)+

1

2
∆tutt(xj , t

n)− 1

2
bhuxx(xj , t

n)+O(∆t+h2) = 0. (4.13)

Since u(x, t) satisfies (2.1a), the truncation error of scheme (4.3) is

enj =
1

2
(b2∆t− bh)uxx(xj , t

n) +O(∆t+ h2). (4.14)

The truncation error enj is of order O(∆t+ h).
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Combining the stability (Theorem 4.1) and consistency (Lemma 4.3), we obtain that the

convergence rate of scheme (4.3) is O(∆t + h) for ν < 1 by the Lax–Richtmyer equivalence

theorem [22]. We use Problem 2.2 as a test example to check the convergence rate of this

method. The numerical results are reported in Fig. 4.5 (left), in which we can see that the

convergence rates for ‖u− ǔh‖L∞(L1) and ‖u− ǔh‖L∞(L2) are both first-order, which coincides

with the expectation.

4.1.4. Numerical diffusion and accuracy of numerical quadratures

We now analyze numerical diffusion introduced by (4.2). For ν ≤ 1, we can obtain the modified

equation of scheme (4.3):

ut + bux − εuxx −
1

2
bh(1− ν)uxx +

1

6
bh2(1− ν)(1− 2ν)uxxx +O(h3) = 0. (4.15)

Remark 4.3. From (4.15), we can see that scheme (4.3) introduces a numerical diffusion term

− 1
2bh(1−ν)uxx and a dispersion term 1

6bh
2(1−ν)(1−2ν)uxxx. If ν = 1, the characteristic feet

hit grid points exactly, i.e. Ihu
n
h,∗ = unh,∗, then the nodal interpolation approach (4.2) gives the

exact RHS of (2.5), and the scheme (4.3) becomes the exact integration case as in Section 3.2.

In this case, the coefficients of term uxx and uxxx are zero, and the equation (4.15) reduces to

(3.2).
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Fig. 4.2. Using Approach I to discretize Problem 2.1 (ε = 10−4, b = 1, T = 1). Exact solution: dashed

line; numerical solution: doted line (∆t = h/2); dash-dot line (∆t = h/4); solid line (∆t = h/8) .
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Fig. 4.3. Using modified Approach I (subelement interpolation) for Problem 2.2 (ε = 0, λ = 1/20,∆t =

5 × 10−2 and T = 1). (Left) the solutions obtained using different number of subintervals in each

element. (Center) conservation of energy ‖unh‖. In these tests, the DOFs are fixed to be 100. (Right)

convergence rate for L∞(L2) error.
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Our numerical experiments (see Fig. 4.2) confirm this analysis. In Fig. 4.2, the effect of

numerical diffusion increases, as ∆t decreases for a fixed h. And it gets smaller when h gets

smaller. Due to excessive numerical diffusion introduced by scheme (4.2), we do not see numer-

ical oscillations.

Heuristically, we can expect better numerical solutions when using more accurate numerical

quadratures for the RHS of (2.5). In Fig 4.2, we have seen that the interpolation approach

introduces excessive numerical diffusion. One way to improve this method is to obtain more

accurate the RHS of (2.5), by dividing each element into several smaller subelements (subin-

tervals, in 1D), and then interpolate unh,∗ as a piecewise linear function in each subelement.

Numerical experiments show that, when we use more subelements, we get less diffusive solu-

tions. For example, we test this using Problem 2.2 with ε = 0. In Fig. 4.3, we can easily see

that, the more subintervals we use for interpolation, the less numerical diffusion is introduced.

4.2. Approach II: Gauss quadratures

In this section, we discuss another standard integration technique — Gauss quadrature. We

consider the scheme (2.5) with the two-point Gauss rule as an example:

(un+1
h , vh) + ε∆t(∇un+1

h ,∇vh) = (unh,∗, vh)h, (4.16)

where unh is the finite element solution at tn; and (·, ·)h means calculate this inner product with

Gauss quadrature rule; for one-dimensional case, specifically, we use the two-point Gauss rule

with the quadrature points x1 = 3−
√

3
6 and x2 = 3+

√
3

6 in [0, 1], and the weights ω1 = ω2 = 0.5.

4.2.1. Stability

First, we refer to [12] for the stability of the ELM for the pure transport problem in one-

dimension. For completeness, we give the main theorem in [12] as follows:

Theorem 4.4 ([12], Theorem 2.5) If the RHS of the Eulerian–Lagrangian method, using

piecewise linear elements on a uniform mesh, is approximated by a quadrature of the form∫ 1

0

f(x) = ω0f(0) +

m∑
k=1

ωkf(xk) + ωm+1f(1), (4.17)

where the weights ω0, · · · , ωm+1 and the quadrature points 0 < x1 < · · · < xm < 1 are chosen

to satisfy that the quadrature evaluates the integrations of quadratic polynomials exactly, then

the method is unstable for ν ∈ (2ωm+1, 1− xm), if 2ωm+1 < 1− xm.

Remark 4.4. For the two-point Gauss quadrature rule, Theorem 4.4 shows an unstable region

ν ∈ (0, 3−
√

3
6 ) for scheme (4.16). Following, we will show other unstable and stable regions.

Remark 4.5. In [12], the authors gave some examples of the quadratures which satisfy the

condition of Theorem 4.4. For example, for the pure convection problem, any Gauss-Legendre

quadrature that integrates quadratic polynomials exactly and has no quadrature point at x = 1

will lead to a method with a non-empty region of instability; all Gauss-Lobatto quadratures,

except the vertex quadrature, lead to conditionally unstable ELM (see [12, Corollary 2.6]).
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Now we show a stability result for the convection-diffsuion problems with constant-coefficient

in 1D, using the two-point Gauss quadrature rule. Under the assumption ν ≤ 1, we can write

the numerical discretization in three different cases:

Case I, ν ∈
(

0,
3−
√

3

6

)
; Case II, ν ∈

[3−
√

3

6
,

3 +
√

3

6

]
; Case III, ν ∈

(3 +
√

3

6
, 1
]
.

Then scheme (4.16) can be written as

Case I,

[
1 + (

1

6
− ρ)δ2

]
un+1
j =

(
1

6
+

1

2
ν

)
unj−1 +

2

3
unj +

(
1

6
− 1

2
ν

)
unj+1, (4.18)

Case II,

[
1 + (

1

6
− ρ)δ2

]
un+1
j =

(√
3− 2

12
+

3−
√

3

12
ν

)
unj−2 +

(
5− 2

√
3

12
+

1 +
√

3

4
ν

)
unj−1

+

(
8 +
√

3

12
− 1 +

√
3

4
ν

)
unj +

(
1

12
− 3−

√
3

12
ν

)
unj+1, (4.19)

Case III,

[
1 + (

1

6
− ρ)δ2

]
un+1
j =

(
−1

3
+

1

2
ν

)
unj−2 +

2

3
unj−1 +

(
2

3
− 1

2
ν

)
unj , (4.20)

and we have the following stability result.

Theorem 4.5. In the 1D constant-coefficient case, when we use the two-point Gauss quadrature

rule for scheme (4.16). If ν ≤ 1, then the stable region for scheme (4.16) is

ν ∈


(
0,
√

2ρ
)
∪
[

1
2 − ρ1,

1
2 + ρ1

]
∪ (1−

√
2ρ, 1], for ρ ∈

[
0, 2−

√
3

12

)
(0, 1], for ρ ∈

[
2−
√

3
12 ,∞

)
,

(4.21)

where ρ1 =

√
−3+2

√
3+24ρ

2
√

3
.

Proof. Apply the discrete Fourier transformation on (4.18), (4.19) and (4.20) we have

Case I,

(
1− 2

3
s2 + 4ρs2

)
G = 1− 2

3
s2 + 2scνi,

Case II,

(
1− 2

3
s2 + 4ρs2

)
G = 1 +

(√
3− 3

3
− 2
√

3

3
ν

)
s2 −

(
2
√

3− 4

3
+

6− 2
√

3

3
ν

)
s2c2

+ i

[(
2
√

3− 4

3
+

6− 2
√

3

3
ν

)
s3c− 2scν

]
,

Case III,

(
1− 2

3
s2 + 4ρs2

)
G = 1 +

4

3
s2(1− 2s2)− 4s2ν(1− s2) + i

[
4s3cν − 8

3
s3c− 2scν

]
,

where i =
√
−1, s = sin(ξh/2), c = cos(ξh/2), ξ is the wave number, and G is the amplification

factor.
In order to make |G|2 ≤ 1, we need, ∀s ∈ [−1, 1],

Case I,

(
1

4
ν2 + ρ2 − 1

3
ρ

)
s2 ≥ 1

4
ν2 − 1

2
ρ,

Case II,

(
8(3−

√
3)

3
(ν2 − ν) + 16ρ2 − 16

3
ρ+

2(12− 5
√

3)

9

)
s2

− 8(2−
√

3)

3
(ν2 − ν +

1

6
)s4 ≥ 4ν2 − 4ν − 8ρ+

2(3−
√

3)

3
,

Case III,

(
4(1− ν)2 + 16ρ2 − 16

3
ρ

)
s2 ≥ 4(1− ν)2 − 8ρ.

We complete the proof by solving these inequalities and some simplifications.
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Remark 4.6. We summarize some observations from Theorem 4.5: For ν ≤ 1,

1. scheme (4.16) is stable, if ∆t ≥ 2−
√

3

12

h2

ε
, or ∆t <

2−
√

3

12

h2

ε
and ∆t <

2ε

b2
are satisfied.

2. scheme (4.16) is unconditionally stable, if h ≤
√

24(2 +
√

3)
ε

b
≈ 9.464

ε

b
is satisfied.

Remark 4.7. For the pure transport problem (ε = 0), [12] showed that ν ∈ (0, 3−
√

3
6 ) is an

unstable region for scheme (4.16); and Theorem 4.5 gives the stable region

ν ∈

[
3−

√
6
√

3− 9

6
,

3 +
√

6
√

3− 9

6

]
.

We test the results in Theorem 4.5 using Problem 2.1 and report the results in Fig. 4.4.

When ∆t = 1
400 and ∆t = 1

120 , ν does not satisfy (4.21); in these two cases, the solutions are

unstable. When ∆t = 1
200 and ∆t = 1

110 , ν is in the stable region and we obtain stable solutions

as expected.
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Fig. 4.4. Using Approach II for Problem 2.1, we use the two-point Gauss quadrature (ε = 10−4, b = 1,

h = 10−2).

Remark 4.8. For the two unstable cases shown in Fig. 4.4, we can calculate the group ve-

locity1) for the wave number ξ (see [23] for the details). For the case ∆t = 1
400 , the group

velocity is b − 1.78 × 10−6ξ2, which means that the high-frequency components of the numer-

ical solution travel slower than the low-frequency components. Hence, this is essentially why

numerical oscillations appear behind the shock. For the case ∆t = 1
120 , the group velocity is

b+ 1.85× 10−7ξ2, which means that the high-frequency components of the numerical solution

travel faster than the low-frequency components and numerical oscillations appear in front of

the shock.

4.2.2. Convergence

In this section, we show the consistency of scheme (4.16) with the two-point Gauss quadrature

rule for the 1D constant-coefficient convection-diffusion equation (2.1).

Lemma 4.4. In the 1D constant-coefficient case, if ν ≤ 1, the truncation error of scheme (4.16)

is of order O(∆t+ h2), if ν ∈ (0, 3−
√

3
6 ), and O(∆t+ h+ h2

∆t ), if ν ∈ [ 3−
√

3
6 , 1], respectively.

1) Suppose the solution of (2.1a) has the form u(x, t) = ei(ωt−ξx), i =
√
−1, for each real wave number ξ,

assume there is a corresponding real frequency ω(ξ), then the group velocity is defined as
dω(ξ)
dξ

.



Integrations and Adaptivity for the Eulerian–Lagrangian Method 383

Proof. For simplicity, we take Case I for example. Take the Taylor expansion on (4.18) at

(xj , t
n), we can get that

ut + bux − εuxx +
1

2
∆tutt +

1

6
∆t2uttt + (

1

6
h2 − ε∆t)utxx +

1

6
bh2uxxx +

1

24
∆t3utttt

+ (
1

12
∆th2 − 1

2
ε∆t2)uttxx −

1

12
εh2uxxxx|(xj ,tn) + h.o.t. = 0.

Since u(x, t) satisfies (2.1a), we get that the truncation error of scheme (4.16) for Case I is

en1 =
1

2
∆tutt +

1

6
∆t2uttt +

(
1

6
h2 − ε∆t

)
utxx +

1

6
bh2uxxx

+
1

24
∆t3utttt +

(
1

12
∆th2 − 1

2
ε∆t2

)
uttxx −

1

12
εh2uxxxx|(xj ,tn) + h.o.t.

=
1

2
b2∆tuxx +

(
1

12
εh2 − 1

2
ε2∆t

)
uxxxx|(xj ,tn) + h.o.t.,

which completes the proof for Case I. For Case II and III, the proof is similar.

Combining Theorem 4.5 and Lemma 4.4, we can get the convergence result for scheme

(4.16). For the 1D constant-coefficient case, with ν < 1, scheme (4.16) converges with order
O(∆t+ h2), ν ∈

(
0,min

{√
2ρ, 3−

√
3

6

})
,

O(∆t+ h+ h2

∆t ), ν ∈
[
max

{
1
2 − ρ1,

3−
√

3
6

}
,min

{
1
2 + ρ1,

3+
√

3
6

}]
∪
(

max
{

1−
√

2ρ, 3+
√

3
6

}
, 1
)
.

We observe that scheme (4.16) converges with the optimal rate O(∆t+ h2), when

∆t ∈
(

0,min
{

2ε,
3−
√

3

6
h
})
.

!"
#

!"
$

!"
!$

!"
!#

DOF

E
rr
o
r

%

%

L
!
(L
1
)

L
!
(L
2
)

O(h)

!"
#

!"
$

!"
!%

!"
!&

!"
!$

!"
!#

DOF

E
rr
o
r

'

'

L
!
(L
1
)

L
!
(L
2
)

O(h)

O(h
2
)

!"
#

!"
$

!"
!%

!"
!&

!"
!'

!"
!$

DOF

E
rr
o
r

(

(

L
!
(L
1
)

L
!
(L
2
)

O(h
2
)

Fig. 4.5. Convergence rates of the linear finite element ELM with Approach I (left, ∆t = 10−6) and

Approach II (middle and right) for Problem 2.2 (ε = 10−1, b = 1, λ = 1/10). For Approach I, both

‖u− uh‖L∞(L1) and ‖u− uh‖L∞(L2) are of order O(h). For Approach II (middle), we divide ∆t by 4,

and divide h by 2 for each test; when ∆t is relatively large, we get first-order convergence rate, and

when ∆t is small enough, we get second-order convergence rate. For Approach II (right), if we fix

∆t = 10−5, we get second-order convergence rate for both ‖ · ‖L∞(L1) and ‖ · ‖L∞(L2) error w.r.t. h.

For ν ∈ [ 3−
√

3
6 , 3+

√
3

6 ] and ν ∈ ( 3+
√

3
6 , 1), there is an h2/∆t term in the error. Since ∆t

is relatively large and the ratio of h/∆t is bounded, the total error is O(∆t + h). We take
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Problem 2.2 for example. We divide ∆t by 4, and divide h by 2 for each test to get the

convergence rate and report the results in Fig. 4.5 (middle). We can see that, when ∆t is large,

we get first-order convergence; and when ∆t gets smaller, we get second-order convergence. In

Fig. 4.5 (right), we fix ∆t = 10−5, which is small enough compared with h; in this case, we get

the second-order convergence rate for the error in both ‖ · ‖L∞(L1) and ‖ · ‖L∞(L2) norms.

From Fig. 4.6, we can see that the two-point Gauss quadrature approach introduces small

numerical diffusion compared with the interpolation approach. This is consistent with our

expectation in Remark 3.1. Furthermore, as shown in Section 4.1.4, using exact integrations

gives a numerical solution with very little numerical diffusion. These observations suggest that,

when more accurate integrations are employed for the RHS in (2.5), less numerical diffusion is

introduced to the numerical solution.
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Fig. 4.6. Comparison of the numerical diffusion introduced by interpolation, two-point Gauss quadra-

ture and exact integration scheme for Problem 2.1 (left, ε = 10−3, b = 1, h = 1.3 × 10−2,∆t =

5 × 10−3, T = 1.0) and Problem 2.2 (right, ε = 10−6, b = 1, h = 1.5 × 10−2,∆t = 5 × 10−3, T = 0.5).

We zoomed in to the interested region. Solid line: exact solution; dashed line: numerical solution with

exact integrations; dotted line: numerical solution with Gauss quadratures; dash-dot line: numerical

solution with interpolation.

To conclude this section, we summarize the advantages and disadvantages for using both

exact and inexact integrations in Table 4.1:

Table 4.1: Comparison of exact and inexact integrations

Exact integration Approach I Approach II

Unconditionally stable Unconditionally stable Conditionally stable

Little numerical diffusion Excessive numerical diffusion Small numerical diffusion

Optimal convergence rate Suboptimal convergence rate Optimal convergence rate

Little oscillation No oscillation Some oscillations

5. Adaptive Eulerian–Lagrangian Method

We now give two simple observations:

• In Remark 4.3, we show that the numerical diffusion term of (4.3) is 1
2bh(1− ν)uxx. The

adaptive procedure puts more grid points inside (and close to) the singularity, where uxx is

large, and gives very small h locally and could reduce the numerical diffusion substantially.
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• Theorem 4.5 implies that, when h is small enough compared with ε, more precisely, when

h ≤
√

24(2 +
√

3)
ε

b
, scheme (4.16) is always stable for ν ≤ 1.

These make us believe that mesh adaptivity can cure the problems caused by inexact integra-

tions (cf. Table 4.1).

5.1. Adaptive algorithm

A posteriori error analysis and spatial adaptive algorithms have been discussed extensively;

see [24] for details. We adopt the adaptive strategy for the time-dependent problems described

in [25] (but with fixed time-step size ∆t); see Algorithm 5.1.

Algorithm 5.1 Adaptive Mesh Refinement—One Time-step

Given tolerance tol, time-step size ∆t, and the solution unh on grid T nh ;

T n+1
h := T nh ;

use ELM to solve for un+1
h by tracing back the characteristic feet on T n+1

h ;

compute an error estimator η on T n+1
h ;

while η > tol do

mark elements for refinement or coarsening;

if elements are marked then

adapt mesh T n+1
h producing a modified T n+1

h ; and interpolate unh onto the new T n+1
h ;

use ELM to solve for un+1
h by tracing back the characteristic feet on T n+1

h ;

compute error estimator η on T n+1
h ;

end if

end while

We use the so-called guaranteed error reduction strategy in [25] and the spatial error estimators

proposed in [17]. Our implementation is based on a Matlab adaptive finite element package,

AFEM@matlab [26].

5.2. Adaptive ELM with nodal interpolation

As we have pointed out before, Approach I is unconditionally stable and does not introduce

any nonphysical oscillation. We expect space adaptivity could preserve these advantages. We

use Problem 2.1 to test the effects of adaptivity for Approach I. Fig 5.1 shows that the adaptive

mesh refinement can reduce the numerical diffusion substantially. Fig. 5.2 (left), where the

x-label is the average degrees of freedom of the adaptive procedure, shows that adaptivity

help us to improve the convergence rate to 1.5 asymptoticly. Since we use the linear nodal

interpolation to approximate unh,∗, which belongs to H1.5−µ(Ω), 1.5 is the best convergence rate

we can expect.

As we mentioned in Section 4.1.3, when we use subelement interpolations, we can reduce

numerical diffusion. Now we show the effects of the subelement interpolation on adaptive

meshes. To get rid of the influence of the adaptive procedure, we use the same grids obtained

by adaptive mesh refinements with exact integrations. The results are reported in Fig. 5.3.

We can see that the more subintervals we use in each element, the less diffusive solution we

obtain. Fig. 5.3 (right) plot the behavior of ‖uh‖ with the time marching. When we use more

subintervals for interpolation, ‖uh‖ damps slightly, which means only small numerical diffusion

is introduced.
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Fig. 5.1. Using Approach I to discretize Problem 2.1 (ε = 10−4, ∆t = 5 × 10−3, b = 1, T = 1.0.)

Comparison between the uniform (upper) and adaptive (lower) grid; solid line: numerical solution;

dashed line: exact solution.
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Fig. 5.2. Using Approach I (left) and Approach II (right) with the adaptive mesh refinement to discretize

Problem 2.2 (ε = 10−1, b = 1, λ = 1/10,∆t = 10−6.) For both ‖u − uh‖L∞(L1) and ‖u − uh‖L∞(L2),

we get convergence rate O(h1.5) for Approach I, and O(h2) for Approach II.
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Fig. 5.3. Using modified Approach I (subelement interpolation) for Problem 2.2 (ε = 0, λ = 1/20,∆t =

0.1 and T = 1). Left: the solutions obtained using different number of subintervals in each element.

Middle: zoom in. Right: conservation of energy. In these tests, the average DOFs are all 40.

5.3. Adaptive ELM with the two-point Gauss quadrature

In Section 4.2, we have seen that one of the drawbacks for using the two-point Gauss

quadrature is that it is conditionally unstable. On the other hand, Remark 4.6 tell us, when h ≤
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24(2 +

√
3)
ε

b
, scheme (4.16) is always stable. When we employ adaptive mesh refinements,

we get smaller h near singularities, which makes h satisfy the stable condition locally. So we

expect that adaptive mesh refinement can improve stability also.

We use Problem 2.1 to test this, the results are reported in Fig. 5.4, which confirm our

expectation. In Section 6.3, we use 2D tests to confirm this. Moreover, Fig. 5.2 (right) shows

the second order convergence rate.

Introducing numerical oscillations is another drawback of Approach II (see Fig. 5.4). It is

well-known that numerical oscillations can be eliminated by making the discrete linear system

an M-matrix, which guarantees the discrete maximum principle; see [21] for details.
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Fig. 5.4. Using Approach II to discretize Problem 2.1 (ε = 10−4,∆t = 10−3, b = 1 and T = 1.0.)

Comparison between the uniform (upper) and adaptive (lower) grid; solid line: numerical solution;

dashed line: exact solution.

In Remark 3.3, we have given the diagonal and off-diagonal entries of the discrete system

of (2.5). When we use the adaptive mesh refinement, mesh size inside or close to the singularity

is small due to the adaptive procedure. Hence, if xj is inside or near the singularity, the off-

diagonal entries Kjk are non-positive, the diagonal entries are all positive, which satisfies the

definition of M-matrix. Adaptivity makes the corresponding rows of the coefficient matrix

satisfy the M-matrix conditions, which can dismiss numerical oscillations substantially.

At the end of this section, we point out that, although adaptivity can help Approach I to

reduce the numerical diffusion, the convergence rate is still suboptimal. Hence, Approach II is

preferred, when it is stable. In the next section, we will mainly use Approach II for the 2D

numerical experiments.

6. Numerical Experiments

In this section, we will show the numerical experiments in two-dimension, with piecewise

linear continuous element on a shape-regular triangular mesh Th.

6.1. 2D test problems

First, we state five test examples:



388 J. JIA, X. HU, J. XU AND C. ZHANG

Problem 6.1. This example is a hump changing its height in the course of the time (cf. [27]).

Given the homogenous initial condition and the velocity filed b = (2, 3)T , we choose the source

term such that the exact solution has the form

u(x, y, t) = 16 sin(πt)x(1− x)y(1− y)

{
1

2
+

1

π
arctan

[
2√
ε

(0.252 − (x− 0.5)2 − (y − 0.5)2)

]}
,

the computational domain is [0, 1]× [0, 1] in R2.

Problem 6.2. The second test problem is the benchmark Gaussian-cone problem (cf. [28]).

Given the velocity field b = (y,−x)T and the initial condition

u(x, y, 0) = exp
{
−[(x− x0)2 + (y − y0)2]/(2λ2)

}
.

The exact solution is

u(x, y, t) =
λ2

λ2 + 2εt
exp{−[x̂2 + ŷ2]/(2λ2 + 4εt)},

where x̂ = x− x0 cos(t)− y0 sin(t), ŷ = y + x0 sin(t)− y0 cos(t), λ = 1
8 , and (x0, y0) = (− 1

2 , 0).

The computational domain is [0, 1]× [0, 1] in R2.

The third and fourth tests are generalizations of the one-dimensional problem, Problem 2.1.

Problem 6.3. Given the velocity field b = (1, 0)T , and the initial condition

u(x, y, 0) =

{
1, if x < 0.2,

0, otherwise,

then the exact solution is

u(x, y, t) =
1

2

{
erfc

(
x− t
2
√
εt

)
+ exp

(x
ε

)
erfc

(
x+ t

2
√
εt

)}
,

the computational domain is [0, 1]× [0, 1] in R2.

Problem 6.4. Given the velocity field b = (1, 1)T , and the initial condition as

u(x, y, 0) =

{
1, if x < 0.2 and y < 0.2,

0, otherwise.

The exact solution is

u(x, y, t) =
1

4

{
erfc

(
x− t
2
√
εt

)
+ exp

(x
ε

)
erfc

(
x+ t

2
√
εt

)}{
erfc

(
y − t
2
√
εt

)
+ exp

(y
ε

)
erfc

(
y + t

2
√
εt

)}
,

and the computational domain is [0, 1]× [0, 1] in R2.

The last test is the so-called rotating cylinder problem (see [17, Example 1].)

Problem 6.5. Given the velocity field b = −2π(2y − 1, 1− 2x)T , and the initial condition as

u(x, y, 0) =

{
1, if (2x− 1/2)2 + (2y − 1)2 ≤ 1/4,

0, otherwise,

and the computational domain is [0, 1]× [0, 1] in R2.
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Fig. 6.1. Using Approach II to discretize Problem 6.1 (ε = 10−1), with three-point Gauss quadrature

rule, under the structure grid; we fix the DOF = 289 (left), halve ∆t for each test; and we fix ∆t =

4× 10−3 (right), double the DOF for each test.

6.2. Convergence tests

In this section, we test the convergence rate for the adaptive ELM with Gauss quadratures.

First, we fix ∆t and DOF, respectively, to test the convergence behavior with respect to each

of them. The results are reported in Fig. 6.1: When we fix the DOF and halve ∆t in each test

(Fig. 6.1 (left)), if ∆t is relatively large, we get first-order convergence for both ‖u−uh‖L∞(L1)

and ‖u−uh‖L∞(L2) w.r.t. ∆t; if ∆t is small enough (at the turning point, ∆t = 2.7×10−3), the

space error dominates the total error. When we fix ∆t and double the DOF in each test (Fig. 6.1

(right)), if DOF is small, we get second-order convergence rates for both ‖u − uh‖L∞(L1) and

‖u−uh‖L∞(L2); if DOF is large (at the turning point, DOF = 145), the temporal error dominates

the total error. Roughly speaking, the magnitude of the spatial and the temporal error are close

at the turning point. If the error is in the form Ct∆t + Chh
2(i.e., Ct∆t + Ch/DOF), at the

turning point, Ch/Ct ≈ 0.78, for the fixed-∆t case; and Ch/Ct ≈ 0.58, for the fixed-DOF case.

This observation tells us that, when ∆t/h2(= ∆t ·DOF) ≈ 1, the spatial error and temporal

error are close to each other. We design the following tests to show the convergence rate for

Problem 6.1: starting from the structured (Fig. 6.2 (left)) and unstructured (Fig. 6.2 (right))

initial grid, respectively, preform uniform bisections (double the DOF) and halve ∆t in each

test; this way, in each test, we have ∆t · DOF ≈ 1. We obtain second order convergence rates

for both ‖ · ‖L∞(L1) and ‖ · ‖L∞(L2) error.
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Fig. 6.2. Using Approach II to discretize Problem 6.1 (ε = 10−1), with the three-point Gauss quadrature

rule, under the structured grid (left) and unstructured grid (right). We get second-order convergence

for both ‖ · ‖L∞(L1) and ‖ · ‖L∞(L2) error.
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6.3. Effects of adaptivity on stability

In this section, we discuss the effects of adaptivity on stability of the ELM with Guass

quadrature. In this subsection, for the RHS of (2.5), we use the 3-point Gauss quadrature

rule. Figs. 6.3, 6.4, 6.5, and 6.6 show the numerical solutions for Problems 6.1, 6.2, 6.3 and

6.4, respectively. We find that, when we use uniform grids, oscillations pollute most of the

computational domain if the grids are not fine enough; the adaptive mesh refinement helps to

dismiss the oscillations with nearly the same spatial degrees of freedom as the corresponding

uniform grids.

Fig. 6.3. Using Approach II to discretize Problem 6.1 (ε = 10−4,∆t = 10−4 and T = 0.25.) For the

uniform grid (upper right), DOF is 4225; For the adaptive grid (lower left), the average DOF is 4250.

The lower right figure is the adaptive grid at the final time.

Fig. 6.4. Using Approach II to discretize Problem 6.2 (ε = 10−4,∆t = 10−2 and T = π.) For the

uniform grid (upper right), DOF is 1089; For the adaptive grid (lower left), the average DOF is 1153.

The lower-right figure is the adaptive grid at the final time.
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Fig. 6.5. Using Approach II to discretize Problem 6.3 (ε = 10−4,∆t = 10−4 and T = 0.5.) For the

uniform grid (upper middle), DOF is 1089; For the adaptive grid (upper right), the average DOF is

1031. The lower-left figure is the adaptive grid at the final time. The lower-middle and -right subfigures

are u− uh error.

Fig. 6.6. Using Approach II to discretize Problem 6.4 (ε = 10−4,∆t = 10−4 and T = 0.5.) For the

uniform grid (upper middle), DOF is 4225; For the adaptive grid (upper right), the average DOF is

4106. The lower-left figure is the adaptive grid at the final time. The lower-middle and -right subfigures

are u− uh error.

Fig. 6.7 reports the long-term behavior of ‖unh‖ obtained by Approach I on both uniform and

adaptive grid for Problem 6.2; and the experiments confirm the stability result, ‖un+1
h ‖ ≤ ‖unh‖,

aforestated in Remark 4.2. This example also indicates that, using adaptive mesh refinement,

the method is much less diffusive.
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Fig. 6.7. Long-term behavior of ‖uh‖ using Approach I for Problem 6.2 (ε = 10−6, λ = 1/8,∆t =

10−3, T = π/8) on uniform grids (DOF = 2113) and on adaptive grids (average DOF = 2222.)

6.4. Effects of accuracy of integrations on numerical diffusion and oscillations

In this section, we test the effects of accuracy of the integrations on numerical diffusion and

oscillations. Numerical experiments in Section 4.1.4 suggested that more accurate numerical

quadratures yield less diffusive ELM schemes. This is confirmed by our numerical tests in 2D on

adaptive meshes as well. The numerical results reported in Figs. 6.8 and 6.9 are for Problem 6.5.

In these tests, we use the same meshes obtained by the 33-point Gauss quadrature to get rid

of the influence of adaptive mesh refinement procedure. We observe that when interpolation

approach is used, numerical diffusion is relatively large; see Fig. 6.9 (upper). When the 12-point

Gauss quadrature is used, the solution is less diffusive but oscillatory; see Fig. 6.9 (lower). If we

use more quadrature points (33-point Gauss points), we can get a much better approximation

with very little numerical diffusion and oscillations; see Fig. 6.8.

T = 0.25 T = 0.5

Fig. 6.8. Using Approach II with 33-point Gauss quadrature and the adaptive mesh refinement to solve

Problem 6.5 (ε = 10−4; left: T = 0.25, DOF = 3435; right: T = 0.5,DOF = 2330.)
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Fig. 6.9. Using Approach I (upper), Approach II with 12-point Gauss quadrature (lower) and the

adaptive mesh obtained in Fig 6.8 to solve Problem 6.5 (ε = 10−4; left: T = 0.25, DOF = 3435; right:

T = 0.5, DOF = 2330.)

7. Conclusion

In this paper, we discuss the effects of exact and inexact integrations on the stability,

convergence, numerical diffusion, and nonphysical oscillations of the ELM for the convection-

diffusion problems. Some observations and conclusions for the ELM (backward Euler in time

and piecewise continuous linear finite element in space) can be made:

• Spatial adaptivity not only improves stability of ELM, but also reduces numerical diffusion

introduced by ELM.

• More accurate integration schemes give less numerical diffusion. ELM with exact integra-

tions is unconditionally stable with almost no numerical diffusion. It yields an optimal

convergence rate.

• ELM with nodal interpolations is unconditionally stable in the von Neumann sense on

uniform grids. However, it introduces excessive numerical diffusion and the convergence

rate is suboptimal.

• ELM with Gauss quadratures is conditionally stable and introduces small numerical dif-

fusion. In 1D constant velocity case, the ELM converges with optimal rate O(∆t + h2),

when ∆t is chosen appropriately.

With these observations in mind, we can give some guidelines for applying the ELM: (1) Use the

exact integration whenever it is possible. (2) The Gauss quadrature approach usually works

better in terms of accuracy. (3) Spatial adaptivity helps to stabilize the Gauss quadrature
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approach and improves the accuracy. (4) And, less numerical diffusion is introduced by the

finite element ELM, when more accurate integrations are used.

Acknowledgment. This work was done partly during the visit of the first and second authors

to the Pennsylvania State University, University Park, supported by the China Scholarship

Council. This work is supported in part by NSF DMS-0749202 and DMS-0915153. The authors

would thank Prof. T. Russell and Prof. Y.-J. Lee for their valuable suggestions and comments.

References

[1] J. Douglas, Jr. and T.F. Russell, Numerical methods for convection-dominated diffusion problems

based on combining the method of characteristics with finite element or finite difference procedures,

SIAM J. Numer. Anal., 19:5 (1982), 871–885.

[2] O. Pironneau, On the transport-diffusion algorithm and its applications to the Navier-Stokes

equations, Numer. Math., 38:3 (1982), 309–332.

[3] T.F. Russell, Eulerian-Langrangian Localized Adjoint Methods for advection-dominated problems,

Numerical Analysis 1989: Proceedings of the 13th Dundee Conference, June 1989, pages 206–228,

Longman Higher Education, 1990.

[4] M. Celia, T. Russell, I. Herrera and R. Ewing, An Eulerian–Lagrangian localized adjoint method

for the advection–diffusion equation, Water Res, 13 (1990), 187–206.
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