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Abstract

This paper develops a posteriori error estimates of residual type for conforming and

mixed finite element approximations of the fourth order Cahn-Hilliard equation ut +

∆
(
ε∆u−ε−1f(u)

)
= 0. It is shown that the a posteriori error bounds depends on ε−1 only

in some low polynomial order, instead of exponential order. Using these a posteriori error

estimates, we construct an adaptive algorithm for computing the solution of the Cahn-

Hilliard equation and its sharp interface limit, the Hele-Shaw flow. Numerical experiments

are presented to show the robustness and effectiveness of the new error estimators and the

proposed adaptive algorithm.

Mathematics subject classification: 65M60, 65M12, 65M15, 53A10.

Key words: Cahn-Hilliard equation, Hele-Shaw flow, Phase transition, Conforming ele-

ments, Mixed finite element methods, A posteriori error estimates, Adaptivity.

1. Introduction

In this paper we derive a posteriori error estimates and develop an adaptive algorithm based

on the error estimates for conforming and mixed finite element approximations of the following

Cahn-Hilliard equation and its sharp interface limit known as the Hele-Shaw flow [2, 35]

ut + ∆
(
ε∆u−

1

ε
f(u)

)
= 0 in ΩT := Ω × (0, T ), (1.1)

∂u

∂n
=

∂

∂n

(
ε∆u−

1

ε
f(u)

)
= 0 in ∂ΩT := ∂Ω × (0, T ), (1.2)

u = u0 in Ω × {0}, (1.3)

where Ω ⊂ RN (N = 2, 3) is a bounded domain with C2 boundary ∂Ω or a convex polygonal

domain, T > 0 is a fixed constant, and f is the derivative of a smooth double equal well

potential taking its global minimum value 0 at u = ±1. In this paper we will consider the

following well-known quartic potential:

f(u) := F ′(u) and F (u) =
1

4
(u2 − 1)2.

For the notation brevity, we shall suppress the super-index ε on uε throughout this paper except

in Section 5.

* Received August 13, 2007 / Revised version received June 2, 2008 / Accepted June 6, 2008 /



768 X. FENG AND H. WU

The Eq.(1.1) was originally introduced by Cahn and Hilliard [11] to describe the complicated

phase separation and coarsening phenomena in a melted alloy that is quenched to a temperature

at which only two different concentration phases can exist stably. The Cahn-Hilliard equation

has been widely accepted as a good (conservative) model to describe the phase separation and

coarsening phenomena in a melted alloy. The function u represents the concentration of one of

the two metallic components of the alloy. The parameter ε is an “interaction length”, which

is small compared to the characteristic dimensions on the laboratory scale. The Cahn-Hilliard

equation (1.1) is a special case of a more complicated phase field model for solidification of a

pure material [10,27,31]. For the physical background, derivation, and discussion of the Cahn-

Hilliard equation and related equations, we refer to [2, 4, 7, 11, 13, 20, 33, 34] and the references

therein. It should be noted that the Cahn-Hilliard equation (1.1) can also be regarded as the

H−1-gradient flow for the energy functional [26]

Jε(u) :=

∫

Ω

[ 1

2
|∇u|2 +

1

ε2
F (u)

]
dx. (1.4)

In addition to its application in phase transition, the Cahn-Hilliard equation (1.1) has

also been extensively studied in the past due to its connection to the following free boundary

problem, known as the Hele-Shaw problem and the Mullins-Sekerka problem

∆w = 0 in Ω \ Γt, t ∈ [0, T ] , (1.5)

∂w

∂n
= 0 on ∂Ω, t ∈ [0, T ] , (1.6)

w = σκ on Γt, t ∈ [0, T ] , (1.7)

V =
1

2

[∂w
∂n

]

Γt

on Γt, t ∈ [0, T ] , (1.8)

Γ0 = Γ00 when t = 0 . (1.9)

Here

σ =

∫ 1

−1

√
F (s)

2
ds .

κ and V are, respectively, the mean curvature and the normal velocity of the interface Γt, n is

the unit outward normal to either ∂Ω or Γt,

[
∂w

∂n
]Γt

:=
∂w+

∂n
−
∂w−

∂n
,

and w+ and w− are respectively the restriction of w in Ω+
t and Ω−

t , the exterior and interior

of Γt in Ω.

Under certain assumption on the initial datum u0, it was first formally proved by Pego [35]

that, as εց 0, the function

wε := −ε∆uε + ε−1f(uε),

known as the chemical potential, tends to w, which, together with a free boundary Γ :=

∪0≤t≤T (Γt × {t}) solves (1.5)-(1.9). Also uε → ±1 in Ω±
t for all t ∈ [0, T ], as ε ց 0. The

rigorous justification of this limit was carried out by Alikakos, Bates and Chen in [2] under

the assumption that the above Hele-Shaw (Mullins-Sekerka) problem has a classical solution.

Later, Chen [13] formulated a weak solution to the Hele-Shaw (Mullins-Sekerka) problem and

showed, using an energy method, that the solution of (1.1)-(1.3) approaches, as εց 0, a weak

solution of the Hele-Shaw (Mullins-Sekerka) problem. One of the consequences of the connection
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between the Cahn-Hilliard equation and the Hele-Shaw flow is that for small ε the solution to

(1.1)-(1.3) equals ±1 in the two bulk regions of Ω which are separated by a thin layer (called

diffuse interface) of width O(ε). As expected, the solution has a sharp moving front over the

transition layer.

Another motivation for developing efficient adaptive numerical methods for the Cahn-

Hilliard equation is its applications far beyond its original role in phase transition. The Cahn-

Hilliard equation is indeed a fundamental equation and an essential building block in the phase

field theory for moving interface problems (cf. [29]), it is often combined with other fundamental

equations of mathematical physics such as the Navier-Stokes equation (cf. [28,32] and the refer-

ences therein) to be used as diffuse interface models for describing various interface dynamics,

such as flow of two-phase fluids, from various applications.

The primary numerical challenge for solving the Cahn-Hilliard equation results from the

presence of the small parameter ε in the equation, so the equation is a singular perturbation

of the biharmonic heat equation. Numerically to resolve the thin transition region of width

O(ε), one has to use very fine meshes in the region. Considering the fact that away from

the transition region the solution equals ±1, it is natural to use adaptive meshes, rather than

uniform meshes, to compute the solution. As far as the error analysis is concerned, the main

difficulty is to derive a priori and a posteriori error estimates which depend on ε−1 only in (low)

polynomial order, rather than exponential order which is the case if the standard Gronwall’s

inequality type argument is used to derive the error estimates [6, 17–19]. Recently, Feng and

Prohl [23,24] were able to overcome this difficulty and established polynomial order a priori error

estimates for mixed finite element approximations of the Cahn-Hilliard equation and related

phase field equations. Based on these new error estimates, they then proved convergence of

the numerical solutions of the phase field equations to the solutions of their respective sharp

interface limits as mesh sizes and the parameter ε all tend to zero. The main idea of [23, 24]

is to use a spectral estimate result of Alikakos and Fusco [3] and Chen [12] for the linearized

Cahn-Hilliard operator to handle the nonlinear term in the error equation. Very recently, this

idea was also used by Kessler, Nochetto and Schmidt [30] and by Feng and Wu [25] to obtain a

posteriori error estimates, which depend on ε−1 in some low polynomial order, for finite element

approximations of the Allen-Cahn equation.

The goal of this paper is to develop a posteriori error estimates for conforming and mixed

finite element approximations of the Cahn-Hilliard equation in the spirit of [25]. First, using the

idea of continuous dependence we derive some residual type a posteriori error estimates, which

depend on 1
ε only in low polynomial orders, for the conforming finite element approximations

and the mixed finite element approximations. To avoid many technicalities and to present the

idea, we only consider semi-discrete (in spatial variable) approximations in this paper. For

the time discretization, we appeal to the stiff ODE solver NDF [38] which is a modification

of BDF for temporal integration. Then, using the a posteriori estimates as error indicators

we propose an adaptive algorithm for approximating the Cahn-Hilliard equation and its sharp

interface limit, the Hele-Shaw flow. As in [25], the technique and analysis of this paper for

deriving a posteriori error estimates are problem-independent and method-independent, hence,

they are applicable to a large class of evolution problems and their numerical approximations

obtained by any (numerical) discretization method including finite difference, finite element,

finite volume and spectral methods. We also remark that the adaptive finite element algorithm

of this paper is based on the method of lines approach, we refer to [1, 5, 21] and the references

therein for a detailed exposition on the approach for other types of problems, and to [21, 39]



770 X. FENG AND H. WU

and the references therein for a detailed discussions about adaptive algorithms based on other

approaches such as discontinuous Galerkin methods and space-time finite element methods.

The paper is organized as follows: In Section 2 we establish continuous dependence estimates

for the Cahn-Hilliard equation in both standard and mixed formulations, and present some

abstract frameworks for deriving a posteriori error estimates based on the idea of continuous

dependence. In Section 3 we derive some a posteriori error estimates for conforming finite

element approximations and for the Ciarlet-Raviart mixed finite element approximations of the

Cahn-Hilliard equation using the continuous dependence estimates and the abstract frameworks

of Section 2. In Section 4 we propose an adaptive finite element algorithm using the a posteriori

error estimates of Section 3 as error indicators for refining or coarsening the mesh. In Section 5

we establish some a posteriori error estimates for using the conforming and mixed finite element

methods to approximate the Hele-Shaw flow. Finally, in Section 6 we present several numerical

tests to show the robustness and effectiveness of the proposed error estimators and the adaptive

algorithm.

2. Continuous Dependence and a Posteriori Error Estimates

In this section, we first establish some continuous dependence (on nonhomogeneous force

term and on initial condition) estimates for the Cahn-Hilliard problem (1.1)-(1.3) in both stan-

dard and mixed formulations. We then present an abstract framework for deriving a posteriori

error estimates for mixed numerical approximations of general evolution equations. Our goal is

to derive a posteriori error estimates which depend on ε−1 only in some low polynomial order.

It is easy to show that (cf. Section 2.1 ) if one uses the standard perturbation and Gronwall’s

inequality techniques to derive a priori or a posteriori error estimates, the error bounds will

depend on ε−1 exponentially, hence, such estimates are not useful for small ε. To overcome the

difficulty, we appeal to a spectrum estimate result, due to Alikakos and Fusco [3] and Chen [12],

for the linearized Cahn-Hilliard operator, and prove a continuous dependence estimate, which

depends on ε−1 in some low polynomial order, for the Cahn-Hilliard equation. Such a contin-

uous dependence estimate is the key for us to establish the desired a posteriori error estimates

in the next section.

Throughout this paper, the standard space, norm and inner product notation are adopted.

Their definitions can be found in [8, 15]. In particular, (·, ·) denotes the standard L2-inner

product, and Hk(Ω) stands for the usual Sobolev spaces. Also, C are used to denote a generic

positive constant which is independent of ε and the mesh sizes.

2.1. Continuous dependence estimates

Introduce the space

H2
E(Ω) =

{
ψ ∈ H2(Ω);

∂ψ

∂n
= 0 on ∂Ω

}
.

We recall that the variational formulation of (1.1)–(1.3) is defined by seeking u ∈ H2
E(Ω) such

that

〈ut, ψ〉 + ε
(
∆u,∆ψ

)
+

1

ε

(
∇(f(u)),∇ψ

)
= 0 ∀ψ ∈ H2

E(Ω), t ∈ [0, T ], (2.1)

u(0) = u0 ∈ H2
E(Ω), (2.2)
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where 〈·, ·〉 is the dual pairing between H2
E and its dual space (H2

E)∗. It is proved in [18] that

such a solution u exists and

u ∈ L∞((0, T );H2
E(Ω)) ∩ L2((0, T );H4(Ω)) ∩H1((0, T );L2(Ω)).

For physical reason, unless mentioned otherwise, we assume that |u0| ≤ 1 in this paper.

Let v(t) ∈ H2
E(Ω) be a perturbation of u satisfying

〈vt, ψ〉 + ε
(
∆v,∆ψ

)
+

1

ε

(
∇(f(v)),∇ψ

)
= 〈r(t), ψ〉 ∀ψ ∈ H2

E(Ω), t ∈ [0, T ], (2.3)

v(0) = v0 ∈ H2
E(Ω), (2.4)

where r(t) ∈ H̃−2(Ω) := (H2
E(Ω))∗ (the dual space of H2

E(Ω)) is the residual of v(t), i.e., the

perturbation of the right-hand side of (1.1). We assume that 〈r(t), 1〉 = 0, and define

‖r(t)‖H̃−2 = sup
06=ψ∈H2

E(Ω)

〈r(t), ψ〉

‖ψ‖H2

. (2.5)

Let L2
0(Ω) =

{
ψ ∈ L2(Ω);

∫
Ω ψdx = 0

}
. Define ∆−1 : L2

0(Ω) → H1(Ω)∩L2
0(Ω) to be the inverse

of the Laplacian ∆, that is, for any ψ ∈ L2
0(Ω), ∆−1ψ ∈ H1(Ω) ∩ L2

0(Ω) is defined by

(
∇(∆−1ψ),∇η

)
= −(ψ, η) ∀η ∈ H1(Ω).

From the standard regularity theory of elliptic problems, one concludes that ∆−1ψ ∈ H2
E(Ω)

and ∥∥∆−1ψ
∥∥
H2(Ω)

≤ C ‖ψ‖L2 . (2.6)

Let w(t) := v(t)− u(t). We also assume that w(0) = v0 − u0 ∈ L2
0(Ω). Then, from

∫
Ω
w(t)dx =∫

Ω w(0)dx, it is clear that w(t) ∈ L2
0(Ω). Subtracting equation (2.1) from equation (2.3) gives

〈wt, ψ〉 + ε
(
∆w,∆ψ

)
+

1

ε

(
∇(f(v) − f(u)),∇ψ

)
= 〈r(t), ψ〉 ∀ψ ∈ H2

E(Ω). (2.7)

Next, we give two estimates on u−v in terms of r and u0−v0 for the Cahn-Hilliard equation.

The first estimate holds without any constraint on either the initial condition or the residual

of the perturbation problem, but the estimate depends on ε−1 exponentially. The second one,

which depends on ε−1 only in a low polynomial order, holds provided that the perturbations of

the initial condition and the right-hand side are small.

Proposition 2.1. Let u and v be the weak solutions of (2.1)-(2.2) and (2.3)-(2.4), respectively.

Then it holds that for t ∈ [0, T ]

∥∥∇∆−1(v(t) − u(t))
∥∥2

L2 + ε

∫ t

0

exp
(4(t− s)

ε3

)
‖∇(v(s) − u(s))‖2

L2 ds

≤ exp
(4t

ε3

) ∥∥∇∆−1(v0 − u0)
∥∥2

L2 + Cε

∫ t

0

exp
(4(t− s)

ε3

)
‖r(s)‖2

H̃−2 ds. (2.8)

Proof. Setting ψ = −∆−1w in (2.7) we get

1

2

d

dt

∥∥∇∆−1w
∥∥2

L2 + ε ‖∇w‖2
L2 +

1

ε

(
f(v) − f(u), w

)
= −

〈
r,∆−1w

〉
. (2.9)

From the definition of ∆−1 it follows

‖w‖2
L2 = −

(
∇(∆−1w),∇w

)
≤
∥∥∇(∆−1w)

∥∥
L2 ‖∇w‖L2 . (2.10)
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Hence,

1

ε

(
f(v) − f(u), w

)
=

1

ε

(
f ′(ξ)w,w

)
=

1

ε

(
(3ξ2 − 1)w,w

)
≥ −

1

ε
‖w‖2

L2

≥ −
ε

4
‖∇w‖2

L2 −
1

ε3

∥∥∇(∆−1w)
∥∥2

L2 .

Similarly,

−
〈
r,∆−1w

〉
≤ ‖r‖H̃−2

∥∥∆−1w
∥∥
H2 ≤ C ‖r‖H̃−2 ‖w‖L2 ≤ Cε ‖r‖2

H̃−2 +
1

ε
‖w‖2

L2

≤ Cε ‖r‖2
H̃−2 +

ε

4
‖∇w‖2

L2 +
1

ε3

∥∥∇(∆−1w)
∥∥2

L2 .

Combining the above two estimates and (2.9) we obtain

d

dt

∥∥∇∆−1w
∥∥2

L2 + ε ‖∇w‖2
L2 ≤

4

ε3

∥∥∇(∆−1w)
∥∥2

L2 + Cε ‖r‖2
H̃−2 .

Finally, the desired estimate (2.8) follows from an application of the Gronwall’s inequality. The

proof is complete. �

Remark 2.1. Clearly, the above continuous dependence estimates are only useful when t =

O(ε3). However, the estimate is sharp if no assumptions on the solutions u and v are assumed

because the Cahn-Hilliard equation does exhibit a fast initial transient regime for times of order

O(ε3), until interfaces develop [2, 11].

To improve estimates (2.8), we need to confine ourselves to consider solutions u and v which

have certain profiles. Specifically, we need the help of the following three lemmas. The first

lemma gives an a priori estimate for solutions of a Bernoulli type nonlinear ordinary differential

inequality. Its proof can be found in [25].

Lemma 2.1. Suppose that n > 1, y(t) and λ(t) are nonnegative functions satisfying

y′(t) ≤ λ(t) (y(t))n + a(t)y(t) + b(t) ∀t ∈ [0, T ] . (2.11)

Define ρ(t) =
∫ t
0 e

−
∫

s

0
a(τ)dτb(s) ds and ρ̄(t) = max0≤s≤t ρ(s). Then there holds for t ∈ [0, T ∗)

y(t) ≤
[y(0) + ρ̄(t)] e

∫
t

0
a(s) ds

ζ(t)
1

n−1

+ [ρ(t) − ρ̄(t)]e
∫

t

0
a(s) ds, (2.12)

where

ζ(t) = 1 − (n− 1) [y(0) + ρ̄(t)]n−1

∫ t

0

λ(s) e(n−1)
∫

s

0
a(τ)dτds,

and T ∗ is the largest positive number in [0, T ] such that ζ(t) ≥ 0 .

The second lemma cites a spectrum estimate result of Alikakos and Fusco [3] and Chen [12]

for the following linearized Cahn-Hilliard operator at the solution of (1.1)-(1.3)

LCH := ∆
(
ε∆ −

1

ε
f ′(u)I

)
, (2.13)

where I stands for the identity operator.
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Lemma 2.2. Let λCH denote the smallest eigenvalue of LCH , assume that the solution u

satisfies the tanh profile described in [12] (cf. (1.10) on P.1374 and Theorem 1.1 on P.1375

of [12]). Then there exists 0 < ε0 < 1 and an ε-independent positive constant C0 such that λCH
satisfies

λCH ≡ inf
06≡ψ∈H1(Ω)∩L2

0(Ω)

ε ‖∇ψ‖2
L2 + 1

ε (f ′(u)ψ, ψ)

‖∇∆−1ψ‖2
L2

≥ −C0 ∀ε ∈ (0, ε0].

Remark 2.2. The above estimate holds for any u which satisfies the tanh profile. An important

question is whether the solution uε of the Cahn-Hilliard problem (1.1)-(1.3) satisfies the profile.

It was proved in [14] that this is the case provided that the initial data u0 satisfies certain

profile. To the best of our knowledge, it is an open problem whether the above estimate still

holds if u is taken as the solution of (1.1)-(1.3) with a “general” initial data (see Remark 2.3

of [14] for more discussions). So in the remainder of this paper, we shall confine ourselves to

the case when the solution uε of the Cahn-Hilliard problem (1.1)-(1.3) satisfies the tanh profile,

hence, the above estimate holds for u = uε. This is equivalent to assuming that u0 satisfies the

initial data profile as stated in [14].

The third lemma gives an estimate which is useful for the subsequent analysis.

Lemma 2.3. Let 0 < δ < 2 and C1 > 0, then there exists a positive constant C = C(C1) which

is independent of ε and δ such that for any w ∈ H1(Ω) ∩ L2
0(Ω) there holds

C1

ε
‖w‖3

L3 ≤
1

2ε
‖w‖4

L4 +
ε4

4
‖∇w‖2

L2 + Cδε4−
20
δ

∥∥∇∆−1w
∥∥

16+2(N−2)δ
(2+N)δ

L2 . (2.14)

Proof. Recall the Young’s inequality

ab ≤
q − 1

q
a

q
q−1 +

bq

q
, a, b > 0, q > 1.

Hence,

ab ≤ a
q

q−1 +
(
1 −

1

q

)q bq

q − 1
≤ a

q
q−1 + e−1 bq

q − 1
. (2.15)

Then, for 2 < p < 3

C1 |w|
3

= C1

(
|w|4

2

) 3−p
4−p

2
3−p
4−p |w|

p
4−p ≤

|w|4

2
+ C |w|p ,

and therefore,
C1

ε
‖w‖3

L3 ≤
1

2ε
‖w‖4

L4 +
C

ε
‖w‖pLp . (2.16)

Since w ∈ H1(Ω) ∩ L2
0(Ω), it follows from the Sobolev inequality (see [20, p.341]) and (2.10)

that

‖w‖Lp ≤ C ‖w‖
1−

N(p−2)
2p

L2 ‖∇w‖
N(p−2)

2p

L2 ≤ C
∥∥∇∆−1w

∥∥
2p−N(p−2)

4p

L2 ‖∇w‖
2p+N(p−2)

4p

L2 .

Letting p = 8+2N−2δ
2+N = 2 + 2(2−δ)

2+N , we have

1

ε
‖w‖pLp ≤ Cε−5+δ

(
ε4

4
‖∇w‖2

L2

) 4−δ
4 ∥∥∇∆−1w

∥∥
8+(N−2)δ
2(2+N)

L2 .
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From inequality (2.15) with q = 4/δ we obtain

1

ε
‖w‖pLp ≤

ε4

4
‖∇w‖2

L2 + Cδε4−
20
δ

∥∥∇∆−1w
∥∥

16+2(N−2)δ
(2+N)δ

L2 .

The desired estimate (2.14) now follows from combining the above estimate and (2.16). The

proof is complete. �

We are now ready to state our first main result of this section.

Proposition 2.2. Suppose that |u0|, |v0| ≤ 1, ε0 and C0 be the same as in Lemma 2.2. Let

u and v be the solutions of (2.1)-(2.2) and (2.3)-(2.4), respectively. Then, for any ε ∈ (0, ε0],

there exists a positive constant C = C(‖u‖L∞), which is independent of ε and t, such that there

holds
∥∥∇∆−1(v(t) − u(t))

∥∥2

L2

+

∫ t

0

(
ε4 ‖∇(v(s) − u(s))‖2

L2 +
1

ε
‖v(s) − u(s)‖4

L4

)
e(2C0+8)(t−s)ds

≤
1

ξ(t)

∥∥∇∆−1(v0 − u0)
∥∥2

L2 e
(2C0+8)t

+
[
1 +

1

ξ(t)

]
Cε−2

∫ t

0

‖r(s)‖2
H̃−2 e

(2C0+8)(t−s)ds (2.17)

for all t ∈ [0, T ∗), where

ξ(t) := 1 − Cε−
5(2+N)

2 e(2C0+8)t

×

{∥∥∇∆−1(v0 − u0)
∥∥2

L2 + ε−2

∫ t

0

‖r(s)‖2
H̃−2 e

−(2C0+8)sds

}
, (2.18)

and T ∗ ∈ [0, T ] satisfying ξ(T ∗) > 0.

Proof. Let w := v − u. From (2.9) and the identities

f(v) − f(u) = f ′(u)w + w3 + 3uw2,

(
f(v) − f(u), w

)
=

∫

Ω

f ′(u)w2 dx+ ‖w‖4
L4 + 3

∫

Ω

uw3 dx, (2.19)

and the fact that Ĉ1 = ‖u‖L∞ <∞ (cf. [9, 24]), we have

1

2

d

dt

∥∥∇∆−1w
∥∥2

L2 +
1

ε
‖w‖4

L4 + ε ‖∇w‖2
L2 +

1

ε

∫

Ω

f ′(u)w2 dx

= −
3

ε

∫

Ω

uw3 dx −
〈
r,∆−1w

〉
≤

3Ĉ1

ε
‖w‖3

L3 +
C

ε2
‖r‖2

H̃−2 + ε2 ‖w‖2
L2 . (2.20)

To bound the fourth term on the left-hand side of (2.20) from below, we employ the spectrum

estimate of Lemma 2.2. In order to keep a portion of ‖∇w‖2
L2 on the left-hand side, we apply

the spectrum estimate with a scaling factor (1 − ε3).

ε ‖∇w‖2
L2 +

1

ε

∫

Ω

f ′(u)w2dx− ε2 ‖w‖2
L2

= ε3
[
ε ‖∇w‖2

L2 +
1

ε

∫

Ω

(
3u2 − 2

)
w2dx

]
+ (1 − ε3)

[
ε ‖∇w‖2

L2 +
1

ε

(
f ′(u)w,w

) ]

≥ ε4 ‖∇w‖2
L2 − C0

∥∥∇∆−1w
∥∥2

L2 − 2ε2 ‖w‖2
L2 .
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Since

2ε2 ‖w‖2
L2 ≤ 2ε2 ‖∇w‖L2

∥∥∇∆−1w
∥∥
L2 ≤

ε4

4
‖∇w‖2

L2 + 4
∥∥∇∆−1w

∥∥2

L2 ,

we have

ε ‖∇w‖2
L2 +

1

ε

∫

Ω

f ′(u)w2dx− ε2 ‖w‖2
L2 ≥

3ε4

4
‖∇w‖2

L2 − (C0 + 4)
∥∥∇∆−1w

∥∥2

L2 . (2.21)

Combining (2.21), (2.14) with C1 = 3Ĉ1, and (2.20) we obtain

d

dt

∥∥∇∆−1w
∥∥2

L2 ≤ Cδε4−
20
δ

∥∥∇∆−1w
∥∥

16+2(N−2)δ
(2+N)δ

L2 + (2C0 + 8)
∥∥∇∆−1w

∥∥2

L2

+ Cε−2 ‖r‖2
H̃−2 − ε4 ‖∇w‖2

L2 −
1

ε
‖w‖4

L4 , (2.22)

where 0 < δ < 2. Now, set

y(t) :=
∥∥∇∆−1w

∥∥2

L2 , a := 2C0 + 8, λ := Cδε4−20/δ, n :=
8 + (N − 2)δ

(2 +N)δ
,

b(t) := Cε−2 ‖r‖2
H̃−2 − ε4 ‖∇w‖2

L2 −
1

ε
‖w‖4

L4 , ρ(t) :=

∫ t

0

e−(2C0+8)sb(s) ds,

then

0 ≤ ρ̄(t) ≤ C

∫ t

0

e−(2C0+8)sε−2 ‖r(s)‖2
H̃−2 ds .

It follows from Lemma 2.1 that there exists T ∗ ∈ (0, T ] such that

y(t) ≤

(
y(0) + ρ̄(t)

)
e(2C0+8)t

(
ζ(t)

) 1
n−1

+ e(2C0+8)tρ(t) (2.23)

for all t ∈ (0, T ∗), where

ζ(t) = 1 −
λ

2C0 + 8

[
y(0) + ρ̄(t)

]n−1[
e(2C0+8)(n−1)t − 1

]
.

Moreover, since

(
ζ(t)

) 1
n−1 ≥

(
1 −

λ

2C0 + 8

[
y(0) + ρ̄(t)

]n−1
e(2C0+8)(n−1)t

) 1
n−1

≥ 1 −

(
λ

2C0 + 8

) 1
n−1 [

y(0) + ρ̄(t)
]
e(2C0+8)t,

there exists a positive constant C independent of ε and δ such that

(
ζ(t)

) 1
n−1 ≥ 1 − Cε−

(2+N)(5−δ)
(2−δ)

[
y(0) + ρ̄(t)

]
e(2C0+8)t.

The estimate (2.17) now follows from combining the above inequality and (2.23) and letting

δ → 0. The proof is complete. �

Remark 2.3. In the above proof we have used the boundedness property of the solution of

the Cahn-Hilliard problem (1.1)-(1.3), which will be used a couple more times later in the

paper. The references we cited for the property are [9, 24]. However, we like to point out

that the assertion was proved in [9] under the assumption that the derivative f(u) = F ′(u)
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of the potential F is linear outside a bounded interval, which is not the case for the potential

F (u) = 1
4 (u2 − 1)2 used in this paper. Although we believe the boundedness of the solution in

the case of the above potential also holds, we have not found a (direct) proof in the literature.

On the other hand, an indirect proof was given in [24] (see Lemma 2.2 of [24]), which uses

the fact that the solution of the Cahn-Hilliard problem (1.1)-(1.3) converges to the classical

solution of the free boundary problem (1.5)-(1.9) as ε → 0. The subsequent analysis of this

paper is carried out under the assumption that the solution of (1.1)-(1.3) is bounded in the

L∞-norm, which is known to be true if the free boundary problem (1.5)-(1.9) has a unique

classical solution and is believed to be true in more general cases.

In order to assure the continuous dependence estimate of Proposition 2.2 hold on the whole

interval (0, T ), we need to impose a smallness constraint on the perturbations of the initial

condition and the right-hand side as described in the following corollary.

Corollary 2.1. Under the assumptions of Proposition 2.2, estimate (2.17) holds for T ∗ = T if

v0 and r satisfy the following constraint

{
∥∥∇∆−1(v0 − u0)

∥∥2

L2 + ε−2

∫ T

0

‖r(s)‖2
H̃−2 e

−(2C0+8)sds

} 1
2

≤ C−1e−(C0+4)T ε
5(2+N)

4 =

{
O(ε5) if N = 2,

O(ε6.25) if N = 3.
(2.24)

Proof. The assertion follows immediately from the fact that ξ(T ) > 0 when (2.24) holds. �

Proposition 2.3. Under the assumptions of Corollary 2.1, there exists a constant C indepen-

dent of ε such that for t ∈ [0, T ]

‖v(t) − u(t)‖2
L2 +

∫ t

0

(
ε ‖∆(v(s) − u(s))‖2

L2

+
1

ε
‖(v(s) − u(s))∇(v(s) − u(s))‖2

L2

)
ds

≤‖v0 − u0‖
2
L2 +

C

ε5ξ(t)

∥∥∇∆−1(v0 − u0)
∥∥2

L2 e
(2C0+8)t

+
C

ε7

[
1 +

1

ξ(t)

]∫ t

0

‖r(s)‖2
H̃−2 e

(2C0+8)(t−s)ds . (2.25)

Proof. Setting ψ = w := v(t) − u(t) in (2.7) gives

1

2

d

dt
‖w‖2

L2 + ε ‖∆w‖2
L2 +

1

ε

(
∇(f(v) − f(u)),∇w

)
= 〈r, w〉 . (2.26)

From (2.19), (2.10), and the fact that ‖u‖L∞ < C (cf. [9, 24]) we get

1

ε

(
∇(f(v) − f(u)),∇w

)

=
1

ε

(
∇(w3 + f ′(u)w + 3uw2),∇w

)

=
1

ε

(
3w2∇w,∇w

)
−

1

ε

(
f ′(u)w + 3uw2,∆w

)

≥
3

ε
‖w∇w‖2

L2 −
ε

4
‖∆w‖2

L2 −
C

ε3

(
‖w‖2

L2 + ‖w‖4
L4

)

≥
3

ε
‖w∇w‖2

L2 −
ε

4
‖∆w‖2

L2 −
C

ε3

( 1

ε2

∥∥∇∆−1w
∥∥2

L2 + ε2 ‖∇w‖2
L2 + ‖w‖4

L4

)
.
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Combining this estimate and (2.26) yields

1

2

d

dt
‖w‖2

L2 +
3ε

4
‖∆w‖2

L2 +
3

ε
‖w∇w‖2

L2

≤
C

ε5
( ∥∥∇∆−1w

∥∥2

L2 + ε4 ‖∇w‖2
L2 + ε2 ‖w‖4

L4

)
+ C ‖r‖H̃−2 ‖∆w‖L2

≤
C

ε5
( ∥∥∇∆−1w

∥∥2

L2 + ε4 ‖∇w‖2
L2 + ε2 ‖w‖4

L4

)
+
C

ε
‖r‖2

H̃−2 +
ε

4
‖∆w‖2

L2 .

Here we have used the inequality

‖w‖H2 =
∥∥∆−1∆w

∥∥
H2 ≤ C ‖∆w‖L2

(cf. (2.6)) to derive the first inequality. Therefore

d

dt
‖w‖2

L2 + ε ‖∆w‖2
L2 +

1

ε
‖w∇w‖2

L2

≤
C

ε5
( ∥∥∇∆−1w

∥∥2

L2 + ε4 ‖∇w‖2
L2 + ε2 ‖w‖4

L4

)
+ Cε−1 ‖r‖2

H̃−2 .

Integrating the above inequality over [0, t] and using Proposition 2.2 and Corollary 2.1 give

(2.25). The proof is complete. �

2.2. Continuous dependence estimates for the mixed formulation

In this subsection we derive a continuous dependence estimate which is analogous to (2.17)

for a mixed formulation of the Cahn-Hilliard equation. It is well known that although at the

differential level the mixed weak formulation and the standard weak formulation are equivalent,

they are usually very different at the discrete level, i.e., the approximate solutions obtained using

these two variational formulations are quite different. Indeed, it will be seen from the following

estimate that the mixed weak formulation results in two residual terms while the standard weak

formulation only gives one residual term, and in general the combined effect of the former are

not the same as the effect of the later.

Recall that [24] the mixed formulation of problem (2.1)-(2.2) is defined by seeking a pair of

functions (u(t), ϕ(t)) ∈ [H1(Ω)]2 such that
(
ut, ψ

)
+
(
∇ϕ,∇ψ

)
= 0 ∀ψ ∈ H1(Ω), t ∈ [0, T ], (2.27)

ε
(
∇u,∇χ

)
+

1

ε

(
f(u), χ

)
−
(
ϕ, χ

)
= 0 ∀χ ∈ H1(Ω), t ∈ [0, T ], (2.28)

u(0) = u0 in Ω. (2.29)

We now consider a perturbation
(
v(t), φ(t)

)
∈ [H1(Ω)]2 of

(
u(t), ϕ(t)

)
defined by

(
vt, ψ

)
+
(
∇φ,∇ψ

)
= 〈r1, ψ〉 ∀ψ ∈ H1(Ω), t ∈ [0, T ], (2.30)

ε
(
∇v,∇χ

)
+

1

ε

(
f(v), χ

)
−
(
φ, χ

)
= 〈εr2, χ〉 ∀χ ∈ H1(Ω), t ∈ [0, T ], (2.31)

v(0) = v0 in Ω (2.32)

for given “residuals”
(
r1(t), r2(t)

)
∈ [(H1(Ω))∗]2 which satisfy 〈r1, 1〉 = 〈r2, 1〉 = 0. Introduce

the following norms of rj , j = 1, 2

‖rj‖H̃−1 := sup
06≡ψ∈H1(Ω)∩L2

0(Ω)

〈r(t), ψ〉

‖∇ψ‖L2

.



778 X. FENG AND H. WU

The following proposition is the counterpart of Proposition 2.2 for the above mixed approx-

imation.

Proposition 2.4. Suppose that |u0|, |v0| ≤ 1, ε0 and C0 be the same as in Lemma 2.2. Let

(u, ϕ) and (v, φ) be the solutions of (2.27)-(2.29) and (2.30)-(2.32), respectively. Then, for any

ε ∈ (0, ε0], there exists a positive constant C, which is independent of ε and t, such that there

holds

∥∥∇∆−1(v(t) − u(t))
∥∥2

L2 +

∫ t

0

(
ε4 ‖∇(v(s) − u(s))‖2

L2

+
1

ε
‖v(s) − u(s)‖4

L4

)
e(2C0+8)(t−s)ds

≤C
[
1 +

1

ξ̂(t)

] ∫ t

0

(
‖r1(s)‖

2
H̃−1 +

1

ε2
‖r2(s)‖

2
H̃−1

)
e(2C0+8)(t−s)ds

+
1

ξ̂(t)

∥∥∇∆−1(v0 − u0)
∥∥2

L2 e
(2C0+8)t (2.33)

for all t ∈ [0, T ∗∗). Here

ξ̂(t) := 1 − Cε−
5(2+N)

2 e(2C0+8)t
{∥∥∇∆−1(v0 − u0)

∥∥2

L2

+

∫ t

0

(
‖r1(s)‖

2
H̃−1 +

1

ε2
‖r2(s)‖

2
H̃−1

)
e−(2C0+8)s ds

}
, (2.34)

and T ∗∗ ∈ [0, T ] satisfying ξ̂(T ∗∗) > 0.

Proof. Since the proof is very similar to that of Proposition 2.2, we only highlight the main

differences and omit the overlaps.

Let w(t) := v(t) − u(t) and θ(t) := ϕ(t) − φ(t). Subtracting (2.27)-(2.29) from their corre-

sponding equations in (2.30)-(2.32) we get the following “error” equations: for t ∈ [0, T ]
(
wt, ψ

)
+
(
∇θ,∇ψ

)
= 〈r1, ψ〉 ∀ψ ∈ H1(Ω) , (2.35)

ε
(
∇w,∇χ

)
+

1

ε

(
f(v) − f(u), χ

)
−
(
θ, χ
)

= 〈εr2, χ〉 ∀χ ∈ H1(Ω) , (2.36)

w(0) = v0 − u0 in Ω . (2.37)

Setting ψ = −∆−1w in (2.35) and χ = w in (2.36) and adding the resulting equations give

1

2

d

dt

∥∥∇∆−1w
∥∥2

L2 +
1

ε
‖w‖4

L4 + ε ‖∇w‖2
L2 +

1

ε

∫

Ω

f ′(u)w2dx

= −
3

ε

∫

Ω

uw3dx−
〈
r1,∆

−1w
〉

+ 〈εr2, w〉

≤
C

ε
‖w‖3

L3 + ‖r1‖
2
H̃−1 +

1

4

∥∥∇∆−1w
∥∥2

L2 +
1

ε2
‖r2‖

2
H̃−1 +

ε4

4
‖∇w‖2

L2 . (2.38)

Here we have used the identity
(
θ, w

)
+
(
∇θ,∇∆−1w

)
= 0.

Clearly, the only difference between (2.38) and (2.20) is the last four terms on the right

hand side of (2.38). Repeating the remaining proof of Proposition 2.2 after (2.20), we see that

the conclusion of Proposition 2.2 holds with ‖r1‖
2
H̃−1 + 1

ε2 ‖r2‖
2
H̃−1 in the place of ε−2 ‖r‖2

H̃−2 .

Hence, (2.33) holds. The proof is complete. �

A similar statement to that of Corollary 2.1 also holds. We omit its proof since it is simple.
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Corollary 2.2. Under the assumptions of Proposition 2.4, (2.33) holds for T ∗∗ = T if v0 and

(r1, r2) satisfy the following constraint

{
∥∥∇∆−1(v0 − u0)

∥∥2

L2 +

∫ T

0

(
‖r1(s)‖

2
H̃−1 +

1

ε2
‖r2(s)‖

2
H̃−1

)
e−(2C0+8)sds

} 1
2

≤ C−1e−(C0+4)T ε
5(2+N)

4 =

{
O(ε5) if N = 2,

O(ε6.25) if N = 3.

We note that Proposition 2.4 and Corollary 2.2 only give polynomial order (in ε−1) con-

tinuous dependence estimates for v − u. In the next proposition, we derive some estimates for

ϕ− φ.

Proposition 2.5. Under the assumptions of Corollary 2.2 there holds for t ∈ [0, T ],

(∫ t

0

‖ϕ(s) − φ(s)‖
4
3

H̃−1
ds

) 3
2

≤
C

ε4

[
1 +

1

ξ̂(t)

] ∫ t

0

(
‖r1(s)‖

2
H̃−1 +

1

ε2
‖r2(s)‖

2
H̃−1

)
e(2C0+8)(t−s)ds

+
C

ε4ξ̂(t)

∥∥∇∆−1(v0 − u0)
∥∥2

L2 e
(2C0+8)t. (2.39)

Proof. From (2.36), (2.19), and the fact that ‖u‖L∞ ≤ C (cf. [9, 24]) we have for any

χ ∈ H1(Ω) ∩ L2
0(Ω)

(
θ, χ
)

= ε
(
∇w,∇χ

)
+

1

ε

(
f(v) − f(u), χ

)
− 〈εr2, χ〉

≤ ε ‖∇w‖L2 ‖∇χ‖L2 +
C

ε

[
‖w‖L2 ‖χ‖L2 + ‖w‖3

L4 ‖χ‖L4 + ‖w‖2
L4 ‖χ‖L2

]

+ ε ‖r2‖H̃−1 ‖∇χ‖L2 .

Therefore,

‖θ‖H̃−1 ≤ ε ‖∇w‖L2 +
C

ε

[
‖w‖L2 + ‖w‖3

L4 + ‖w‖2
L4

]
+ ε ‖r2‖H̃−1 .

From (2.10),

‖w‖L2 ≤
(∥∥∇∆−1w

∥∥
L2 ‖∇w‖L2

) 1
2 ≤

1

2ε

∥∥∇∆−1w
∥∥
L2 +

ε

2
‖∇w‖L2 .

Thus

‖θ(s)‖
4
3

H̃−1
≤Cε−

4
3

[
ε−

4
3

∥∥∇∆−1w(s)
∥∥ 4

3

L2 + ε
4
3 ‖∇w(s)‖

4
3

L2

+ ‖w(s)‖
8
3

L4 + ‖w(s)‖4
L4

]
+ ε

4
3 ‖r2(s)‖

4
3

H̃−1
. (2.40)

Next we estimate each term on the right-hand side of the above inequality. Denote the right-

hand side of (2.33) by e(2C0+8)tΛ(t). It is clear that Λ(t) increases in t and

∥∥∇∆−1w(t)
∥∥2

L2 +

∫ t

0

(
ε4 ‖∇w(s)‖2

L2 +
1

ε
‖w(s)‖4

L4

)
e(2C0+8)(t−s)ds ≤ e(2C0+8)tΛ(t).
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Therefore,

∫ t

0

∥∥∇∆−1w(s)
∥∥ 4

3

L2 ds ≤

∫ t

0

(
e(2C0+8)sΛ(s)

) 2
3 ds ≤ Λ(t)

2
3

∫ t

0

(
e(2C0+8)s

) 2
3 ds

≤ C
(
e(2C0+8)tΛ(t)

) 2
3 ,

∫ t

0

‖∇w(s)‖
4
3

L2 ds = ε−
8
3

∫ t

0

(
ε4 ‖∇w(s)‖2

L2 e
(2C0+8)(t−s)

) 2
3
(
e(2C0+8)(s−t)

) 2
3 ds

≤ ε−
8
3

(∫ t

0

ε4 ‖∇w(s)‖2
L2 e

(2C0+8)(t−s)ds
) 2

3
(∫ t

0

(
e(2C0+8)(s−t)

)2
ds
) 1

3

≤ Cε−
8
3

(
e(2C0+8)tΛ(t)

) 2
3 ,

∫ t

0

‖w(s)‖
8
3

L4 ds = ε
2
3

∫ t

0

(
ε−1 ‖w(s)‖4

L4 e
(2C0+8)(t−s)

) 2
3
(
e(2C0+8)(s−t)

) 2
3 ds

≤ Cε
2
3

(
e(2C0+8)tΛ(t)

) 2
3 ,

∫ t

0

‖r2(s)‖
4
3

H̃−1
ds = ε

4
3

∫ t

0

(
ε−2 ‖r2(s)‖

2
H̃−1 e

(2C0+8)(t−s)
) 2

3
(
e(2C0+8)(s−t)

) 2
3 ds

≤ Cε
4
3

(
e(2C0+8)tΛ(t)

) 2
3 .

Furthermore, from Corollary 2.2 we get

e(2C0+8)tΛ(t) ≤ e(2C0+8)t
(
Λ(t)

) 2
3
(
e−(C0+4)T ε5

) 2
3 ≤ Cε

10
3

(
e(2C0+8)tΛ(t)

) 2
3 .

Now integrating (2.40) over [0, t] and using the above estimates yield

∫ t

0

‖θ(s)‖
4
3

H̃−1
ds

≤C
{
ε−

4
3

[
ε−

4
3 + ε

4
3 ε−

8
3 + ε

2
3 + εε

10
3

]
+ ε

4
3 ε

4
3

}
×
(
e(2C0+8)tΛ(t)

) 2
3

≤C
(
ε−4e(2C0+8)tΛ(t)

) 2
3 ,

which completes the proof. �

2.3. An abstract framework for a posteriori estimates

In this section, we first recall an abstract framework given in [25] for deriving a posteriori

estimates based on continuous dependence estimates of an underlying evolution equation. We

refer readers to a recent survey paper by Cockburn [16] and the references therein for appli-

cations of a similar method to problems of hyperbolic conservation law. We then extend this

abstract framework to mixed approximations of general evolution equations. Since the idea for

deriving a posteriori error estimates essentially works for a large class of evolution problems,

we shall present it in an abstract fashion.

Let V be a Hilbert space and L be an operator from D(L) (⊂ V ), the domain of L, to V ∗,

the dual space of V . We consider the abstract evolution problem

∂u

∂t
+ L(u) = r in ΩT , (2.41)

u(0) = u0 in Ω. (2.42)
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Suppose that u(j) is the (unique) solution of (2.41)-(2.42) with respect to the data (r(j), u
(j)
0 )

for j = 1, 2, respectively. Assume that u(j) satisfy the continuous dependence estimate

|||u(1) − u(2)||| ≤ F (r(1) − r(2)) +G(u
(1)
0 − u

(2)
0 ) (2.43)

for some (monotone increasing) functionals F (·) and G(·), where ||| · ||| stands for the standard

norm in Lℓ((0, T );V ) for some 1 ≤ ℓ ≤ ∞.

The following theorem was proved in [25].

Theorem 2.1. Let u denote the solution of (2.41)-(2.42), and uA be an approximation of u

with the initial value uA0 . Suppose that problem (2.41)-(2.42) satisfies the continuous dependence

estimate (2.43), then there holds

|||u− uA||| ≤ F (R(uA)) +G(u0 − uA0 ), (2.44)

R(uA) := r −
∂uA

∂t
− L(uA). (2.45)

Remark 2.4. (a). Clearly, the quantity R(uA) is the residual of uA. This residual is often

difficult to compute or too expensive to compute exactly. In practice, an upper bound forR(uA),

which should be easy and cheap to compute, is sought and used to replace R(uA) in F (R(uA))

in the above a posteriori error estimate. In the next section we shall give such an estimate for

conforming finite element approximations of the Cahn-Hilliard equation (cf. [15, 18]).

(b). A posteriori error estimate (2.44) holds for any approximation uA of u, including non-

computable abstract approximations (cf. [2]). However, only computable approximations such

as those obtained by finite element methods, finite difference methods, finite volume methods

and spectral methods are of practical interests.

The above a posteriori estimate can be easily extended to mixed approximations of problem

(2.41)-(2.42). We recall that a mixed formulation of (2.41)-(2.42) seeks a pair of functions

(u, p) ∈ V1 × V2 such that

∂u

∂t
+ L1(p) = µ in ΩT , (2.46)

p− L2(u) = η in ΩT , (2.47)

u(0) = u0 in Ω, (2.48)

where {Vi}2
i=1 are two Hilbert spaces. Li is some operator from D(Li) (⊂ Vi), the domain of Li,

to V ∗
i , the dual space of Vi, which satisfies L = L1 ◦L2. µ and η are two known functions which

are appropriately chosen so that problem (2.46)-(2.48) is equivalent to problem (2.41)-(2.42).

Suppose that (u(j), p(j)) is the (unique) solution of (2.46)-(2.48) with respect to the data

(µ(j), η(j), u
(j)
0 ) for j = 1, 2, respectively. Assume that (u(j), p(j)) satisfy the following continu-

ous dependence estimate

|||u(1) − u(2)|||1 + |||p(1) − p(2)|||2 ≤ Φ(µ(1) − µ(2)) + Ψ(η(1) − η(2)) + Z(u
(1)
0 − u

(2)
0 ) (2.49)

for some (monotone increasing) nonnegative functionals Φ(·), Ψ(·), and Z(·). Where ||| · |||i
denotes the standard norm in Lℓ

(
(0, T );Vi

)
for some 1 ≤ ℓ ≤ ∞. Then we have
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Theorem 2.2. Let (u, p) be the solution of (2.46)-(2.48), and (uA, pA) be an approximation

of (u, p) with the initial value uA0 . Suppose that problem (2.46)-(2.48) satisfies the continuous

dependence estimate (2.49). Then there holds

|||u − uA|||1 + |||p− pA|||2 ≤ Φ(R1(u
A, pA)) + Ψ(R2(u

A, pA)) + Z(u0 − uA0 ), (2.50)

where

R1(u
A, pA) := µ−

∂uA

∂t
− L1(p

A), R2(u
A, pA) := η − pA + L2(u

A). (2.51)

Proof. Define

µA :=
∂uA

∂t
+ L1(p

A), ηA := pA − L2(u
A).

(2.50) follows easily from (2.49) with µ(1) = µ, µ(2) = µA, η(1) = η, η(2) = ηA, u
(1)
0 = u0, and

u
(2)
0 = uA0 . �

We conclude this section by the following remark.

Remark 2.5. The quantity {Ri(uA, pA)}2
i=1 are the residuals of (uA, pA), which are often

difficult to compute or too expensive to compute exactly. In practice, an upper bound for

Ri(u
A, pA), which should be easy and cheap to compute, is sought and used to replaceRi(u

A, pA)

in the terms Φ(R1(u
A, pA)) and Ψ(R2(u

A, pA)) of (2.50). In the next section we shall give such

an estimate for mixed finite element approximations of the Cahn-Hilliard equation (cf. [19,24]).

3. A Posteriori Error Estimates for Finite Element Approximations

In this section we shall apply the abstract frameworks of the previous section to derive

some practical a posteriori error estimates for conforming finite element approximations of the

Cahn-Hilliard equation and for the Ciarlet-Raviart mixed finite element approximations of the

Cahn-Hilliard equation [15, 24, 36]. As expected, the polynomial order (in ε−1) continuous

dependence estimate of Propositions 2.2-2.4 play a critical role.

For N = 2, 3, let Th be a regular “triangulation” of Ω such that Ω =
⋃
K∈Th

K, (K ∈ Th are

tetrahedrons in the case N = 3). Recall that any element K ∈ Th is assumed to be closed. Let

Fh be the set of all faces (sides in case of N = 2). For any K ∈ Th and τ ∈ Fh, let hK and hτ
denote the diameters of K and τ , respectively.

3.1. Conforming finite element methods

Let Sh ⊂ H2
E(Ω) be a conforming finite element space which consists of piecewise polynomi-

als on Th satisfying the homogeneous Neumann condition. The continuous in time semi-discrete

finite element discretization of (1.1)-(1.3) is defined by seeking uh : [0, T ] → Sh such that for

t ∈ [0, T ]

〈
∂uh
∂t

, ψh〉 + ε
(
∆uh,∆ψh

)
+

1

ε

(
∇(f(uh)),∇ψh

)
= 0 ∀ψh ∈ Sh, (3.1)

with some starting value uh(0) = u0h ∈ Sh satisfying
∫
Ω
u0hdx =

∫
Ω
u0dx.

For t ∈ (0, T ], we define the residual rh(t) ∈
(
H2(Ω)

)∗
of uh by

〈
∂uh
∂t

, ψ〉 + ε
(
∆uh,∆ψ

)
+

1

ε

(
∇(f(uh)),∇ψ

)
= 〈rh(t), ψ〉 ∀ψ ∈ H2

E(Ω). (3.2)

Then

〈rh(t), ψh〉 = 0 ∀ψh ∈ Sh. (3.3)
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Remark 3.1. One can derive a priori error estimates of uh which only depends on ε−1 in low

polynomial orders by using the nonstandard analysis of [23, 24]. We refer interested readers

to [23, 24] for a detailed exposition.

It is easy to see that Proposition 2.2, Proposition 2.3 and Theorem 2.1 all are valid if both

v and uA are replaced by uh, and both r and R(uA) are replaced by rh. Hence, we immediately

obtain two a posteriori error estimates for uh − u. As pointed out in Remark 2.4 (a), for

practical considerations, it is necessary to derive an upper bound for ‖rh‖H̃−2 which is easy

to compute. In this section we shall establish such a bound, which then leads to practical a

posteriori error estimates for uh − u. To this end, we need the following local approximation

properties of conforming finite element spaces.

Assumption 3.1. There exists an interpolant Πh from H2
E(Ω) to Sh such that for any ψ ∈

H2
E(Ω), K ∈ Th, and τ ∈ Fh

‖ψ − Πhψ‖L2(K) ≤ Ch2
K ‖ψ‖H2(K̃) ,

‖ψ − Πhψ‖L2(τ) ≤ Ch3/2
τ ‖ψ‖H2(τ̃) ,∥∥∥∥

∂(ψ − Πhψ)

∂n

∥∥∥∥
L2(τ)

≤ Ch1/2
τ ‖ψ‖H2(τ̃) ,

where C is a constant only depending on the minimum angle of the mesh Th, K̃ and τ̃ are the

union of all elements having non-empty intersection with K and τ , respectively.

Remark 3.2. It is not hard to show that Assumption 3.1 is fulfilled by the well-known con-

firming elements, including Argyris element and Bell’s element (cf. [15]), and the interpolant

Πh can be constructed by following the idea of Scott-Zhang interpolation [37].

For any K ∈ Th, introduce the element residual

RK(t) =
∂uh(t)|K

∂t
+ ∆

(
ε∆uh(t)|K −

1

ε
f(uh(t)|K)

)
. (3.4)

For any face τ ∈ Fh of element K we define two kinds of residual jumps across τ . If τ is an

interior face which is the common face between K and K ′, let

Jτ (t) =
(
∇∆uh(t)|K′ −∇∆uh(t)|K

)
· n, Ĵτ (t) = ∆uh(t)|K − ∆uh(t)|K′ . (3.5)

Here n denotes the unit outer normal vector to τ . If τ ⊂ ∂Ω is a boundary face, define

Jτ (t) = −2∇∆uh(t)|K · n, Ĵτ (t) = 2∆uh(t)|K . (3.6)

For any K ∈ Th, let ηK denote the following local error estimator

ηK(t) = h2
K ‖RK‖L2(K) +

∑

τ⊂∂K

(
h3
τ

2
‖Jτ‖

2
L2(τ) +

hτ
2

∥∥∥Ĵτ
∥∥∥

2

L2(τ)

)1/2

. (3.7)

Next we estimate the residual rh(t) in terms of ηK(t).

Proposition 3.1. There exists a constant C, which depends only on the minimum angle of the

mesh Th, such that

‖rh(t)‖
2
H̃−2(Ω) ≤ C

∑

K∈Th

(
ηK(t)

)2
. (3.8)
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Proof. By (3.2), (3.3), and integration by parts we obtain for any ψ ∈ H2
E(Ω) and ψh ∈ Sh

〈rh(t), ψ〉 = 〈rh(t), ψ − ψh〉

= 〈
∂uh
∂t

, ψ − ψh〉 + ε
(
∆uh,∆(ψ − ψh)

)
+

1

ε

(
∇(f(uh)),∇(ψ − ψh)

)

=
∑

K∈Th

{∫

K

(∂uh
∂t

+ ∆
(
ε∆uh −

1

ε
f(uh)

))
(ψ − ψh)dx

+

∫

∂K

(
−
∂∆uh
∂n

(ψ − ψh) + ∆uh
∂(ψ − ψh)

∂n

)
dσ +

∫

∂K

1

ε

∂f(uh)

∂n
(ψ − ψh)dσ

}
.

Since any interior face is a common face of two elements whose outer normal vectors to the face

are opposite in direction, on noting that uh ∈ C1 we get

〈rh(t), ψ〉 =
∑

K∈Th

{∫

K

RK(ψ − ψh)dx

+
1

2

∑

τ⊂∂K

∫

∂K

(
Jτ (t)(ψ − ψh) + Ĵτ (t)

∂(ψ − ψh)

∂n

)
dσ

}
.

Choosing ψh = Πhψ, the desired estimate (3.8) follows from an application of the Schwarz

inequality and Assumption 3.1. The proof is complete. �

Combining Propositions 3.1, 2.2, 2.3, and Corollary 2.1, we immediately obtain the following

theorem which presents a posteriori error estimates for the finite element method.

Theorem 3.1. Suppose that |u0|, |u0h| ≤ 1, and that

∫

Ω

(u0 − u0h)dx = 0.

Let ε0 and C0 be the same as in Lemma 2.2, u and uh be the solutions of (2.1)-(2.2) and (3.1),

respectively. Define

ξh(t) := 1 − Cε−
5(2+N)

2 e(2C0+8)t

×

{
∥∥∇∆−1(u0h − u0)

∥∥2

L2 +
1

ε2

∫ t

0

e−(2C0+8)s
∑

K∈Th

η2
K(s) ds

}
. (3.9)

Assume ξh(T ) > 0. Then, for any ε ∈ (0, ε0] and t ∈ [0, T ], the following a posteriori error

estimates hold

∥∥∇∆−1(uh(t) − u(t))
∥∥2

L2

+

∫ t

0

(
ε4 ‖∇(uh(s) − u(s))‖2

L2 +
1

ε
‖uh(s) − u(s)‖4

L4

)
e(2C0+8)(t−s)ds

≤ ξh(t)
−1
∥∥∇∆−1(u0h − u0)

∥∥2

L2 e
(2C0+8)t

+

[
1 +

1

ξh(t)

]
C

ε2

∫ t

0

e(2C0+8)(t−s)
∑

K∈Th

η2
K(s)ds. (3.10)
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‖uh(t) − u(t)‖2
L2 +

∫ t

0

(
ε ‖∆(uh(s) − u(s))‖2

L2

+
1

ε
‖(uh(s) − u(s))∇(uh(s) − u(s))‖2

L2

)
ds

≤ ‖u0h − u0‖
2
L2 +

C

ε5ξh(t)

∥∥∇∆−1(u0h − u0)
∥∥2

L2 e
(2C0+8)t

+
C

ε7

[
1 +

1

ξh(t)

]∫ t

0

e(2C0+8)(t−s)
∑

K∈Th

η2
K(s) ds . (3.11)

3.2. Ciarlet-Raviart mixed finite element methods

Let V mh denote the Pm (m ≥ 1) conforming finite element subspace of H1(Ω) consisting of

continuous piecewise mth order polynomial functions on Th (cf. [15]), that is,

V mh =
{
vh ∈ C(Ω); vh

∣∣
K
∈ Pm(K) ∀K ∈ Th

}
. (3.12)

Following [19, 24], the continuous in time semi-discrete mixed finite element method is de-

fined to find (uh, ϕh) : [0, t] → [V mh ]2 such that for t ∈ (0, T ]

(∂uh
∂t

, ψh

)
+
(
∇ϕh,∇ψh) = 0 ∀ψh ∈ V mh , (3.13)

ε
(
∇uh,∇χh

)
+

1

ε

(
f(uh), χh

)
−
(
ϕh, χh

)
= 0 ∀χh ∈ V mh , (3.14)

with some suitable starting value uh(0) = u0h ∈ V mh satisfying
∫
Ω u0hdx =

∫
Ω u0dx.

We remark that the finite element spaces V mh ×V mh is a family of stable mixed finite spaces

known as the Ciarlet-Raviart mixed finite elements for the biharmonic problem (cf. [15, 36]),

that means the following inf-sup condition holds

inf
06≡χh∈V m

h

sup
06≡ψh∈Vm

h

(∇ψh,∇χh)

‖ψh‖H1 ‖χh‖H1

≥ c0 (3.15)

for some h-independent constant c0 > 0.

We also define the residual
(
r
(1)
h (t), r

(2)
h (t)

)
∈ [H̃−1]2 of (uh, ϕh) by

(∂uh
∂t

, ψ
)

+
(
∇ϕh,∇ψ) =

〈
r
(1)
h (t), ψ

〉
∀ψ ∈ H1(Ω), (3.16)

ε
(
∇uh,∇χ

)
+

1

ε

(
f(uh), χ

)
−
(
ϕh, χ

)
=
〈
εr

(2)
h (t), χ

〉
∀χ ∈ H1(Ω). (3.17)

Clearly, there holds
〈
r
(1)
h (t), ψh

〉
=
〈
r
(2)
h (t), χh

〉
= 0 ∀(ψh, χh) ∈ [V mh ]2. (3.18)

For any K ∈ Th, we introduce the element residual

R
(1)
K (t) :=

duh(t)|K
dt

− ∆
(
ϕh(t)|K

)
,

R
(2)
K (t) := −∆

(
uh(t)|K

)
+

1

ε2
f(uh(t)|K) −

1

ε
ϕh(t). (3.19)

For any common face τ of K1, K2 ∈ Th, we define the residual jumps across τ as

J (1)
τ (t) = (∇ϕh(t)|K1 −∇ϕh(t)|K2) · n1,

J (2)
τ (t) = (∇uh(t)|K1 −∇uh(t)|K2) · n1, (3.20)
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where n1 is the unit normal vector to τ pointing from K1 to K2. For any τ ⊂ ∂Ω which is a

face of some element K, let

J (1)
τ (t) = 2∇ϕh(t)|K · n, J (2)

τ (t) = 2∇uh(t)|K · n . (3.21)

For any K ∈ Th, define the local error estimators with respect to K as follows

η
(j)
K (t) = hK

∥∥∥R(j)
K

∥∥∥
L2(K)

+
∑

τ⊂∂K

(
1

2
hτ

∥∥∥J (j)
τ

∥∥∥
2

L2(τ)

) 1
2

, j = 1, 2. (3.22)

Proposition 3.2. The following estimate holds for the residual r
(j)
h (t)

∥∥∥r(j)h (t)
∥∥∥

2

H̃−1
≤ C

∑

K∈Th

(
η
(j)
K (t)

)2
, j = 1, 2, (3.23)

where C is some constant which depends only on the minimum angle of the mesh Th.

Proof. By (3.16)-(3.18) and integration by parts we obtain that for any ψ, χ ∈ H1(Ω) and

ψh, χh ∈ V mh
〈
r
(1)
h (t), ψ

〉
=
〈
r
(1)
h (t), ψ − ψh

〉

=
(∂uh
∂t

, ψ − ψh

)
+
(
∇ϕh,∇(ψ − ψh)

)

=
∑

K∈Th

(∫

K

(uht − ∆ϕh)(ψ − ψh)dx+

∫

∂K

∂ϕh
∂n

(ψ − ψh)dσ

)
.

〈
ε r

(2)
h (t), χ

〉
= ε

(
∇uh,∇(χ− χh)

)
+

1

ε

(
f(uh), χ− χh

)
−
(
ϕh, χ− χh

)

=
∑

K∈Th

(∫

K

(
− ε∆uh +

1

ε
f(uh) − ϕh

)
(χ− χh)dx+ ε

∫

∂K

∂uh
∂n

(χ− χh)dσ

)
.

From the definitions (3.19)-(3.22), we conclude that

〈
r
(j)
h (t), ψ

〉
=
∑

K∈Th

(∫

K

R
(j)
K (t)(ψ − ψh) +

1

2

∑

τ⊂∂K

∫

τ

J (j)
τ (t)(ψ − ψh)

)
. (3.24)

Choosing ψh = Πhψ, where Πh is the Scott-Zhang interpolant [37], then the desired estimate

(3.23) follows from an application of the Schwarz inequality and following approximation prop-

erties of the Scott-Zhang interpolation

‖ψ − Πhψ‖L2(K) ≤ ChK ‖ψ‖H1(K̃) , ‖ψ − Πhψ‖L2(τ) ≤ Ch1/2
τ ‖ψ‖H1(τ̃)

where C is a constant only depending on the minimum angle of the mesh Th, K̃ and τ̃ are the

union of all elements having non-empty intersection with K and τ , respectively. The proof is

complete. �

Combining Propositions 3.2, 2.4, 2.5, and Corollary 2.2, we immediately obtain the following

theorem which presents a posteriori error estimates for the mixed finite element methods.
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Theorem 3.2. Suppose that |u0|, |u0h| ≤ 1, and that
∫
Ω
(u0 − u0h)dx = 0. Let ε0 and C0

be the same as in Lemma 2.2, and (u, ϕ) and (uh, ϕh) be the solutions of (2.27)-(2.29) and

(3.13)-(3.14), respectively. Define

ηK(t) =

((
η
(1)
K (t)

)2
+

1

ε2
(
η
(2)
K (t)

)2
) 1

2

, (3.25)

and

ξ̂h(t) := 1 − Cε−
5(2+N)

2 e(2C0+8)t

×
{∥∥∇∆−1(u0h − u0)

∥∥2

L2 +

∫ t

0

e−(2C0+8)s
∑

K∈Th

(
ηK(s)

)2
ds
}
. (3.26)

Assume ξ̂h(T ) > 0. Then, for any ε ∈ (0, ε0], there hold

∥∥∇∆−1(uh(t) − u(t))
∥∥2

L2 +

∫ t

0

(
ε4 ‖∇(uh(s) − u(s))‖2

L2

+
1

ε
‖uh(s) − u(s)‖4

L4

)
e(2C0+8)(t−s)ds

≤ ξ̂h(t)
−1
∥∥∇∆−1(u0h − u0)

∥∥2

L2 e
(2C0+8)t

+ C
[
1 +

1

ξ̂h(t)

] ∫ t

0

e(2C0+8)(t−s)
∑

K∈Th

(
ηK(s)

)2
ds, (3.27)

(∫ T

0

‖ϕh(s) − ϕ(s)‖
4
3

H̃−1
ds
) 3

2

≤
C

ε4

[
1 +

1

ξ̂h(t)

] ∫ t

0

e(2C0+8)(t−s)
∑

K∈Th

(
ηK(s)

)2
ds

+
C

ε4ξ̂h(t)

∥∥∇∆−1(u0h − u0)
∥∥2

L2 e
(2C0+8)t (3.28)

for all t ∈ [0, T ).

4. An Adaptive Algorithm

We now present an adaptive algorithm based on the technique of “method of lines” [5], i.e.,

we use the stiff ODE solver of NDF [38] which is a modification of BDF for temporal integration,

and the conforming Argyris element for spatial discretization. The temporal errors are con-

trolled by NDF and assumed to be sufficiently small that we concentrate solely on controlling

spatial discretization errors. Our local a posteriori error estimates (cf. Proposition 3.1) are used

to refine and coarsen the meshes locally. The following adaptive algorithm is an improvement

of the one proposed in [40] and is more suitable for computing the solution of the Cahn-Hilliard

equation, which is smooth but contains a sharp moving front.

Algorithm 4.1.

For a given tolerance TOL, perform the following steps:

(i) Determine an initial mesh T0 and initial approximation uh(0) such that |uh(0) − u(0)|H2

< TOL× max(|uh(0)|H2 , 1). Set i = 0.

(ii) Do temporal integration N(= 15) steps. Denote by ti+1 the current time, and by ni the

number of elements in Ti.
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(iii) Calculate the posteriori error estimate at ti+1 :

Ei+1 =




ni∑

j=1

η̃2
Kj




1/2

, η̃Kj
= ηKj

/max
(
|uh(ti+1)|H2 , 1

)
.

Assume that η̃K1 ≤ η̃K2 ≤ · · · ≤ η̃Kni
.

(iv) If Ei+1 > TOL, then choose nr such that

nr = min

{
j; η̃Kj

≥
1

2
η̃Kni

,

ni∑

l=j

η̃2
Kl

≤
4

3

(
E2
i+1 − TOL2

)
}
.

And refine elements Knr, · · · ,Kni
to obtain a new mesh denoted also by Ti. Redo tem-

poral integration from ti to ti+1 on the finer mesh. Then go to (iii).

(v) If Ei+1 ≤ TOL, then choose nc such that

nc = max

{
j;

j∑

l=1

η̃2
Kl

≤
1

255

(
TOL2 − E2

i+1

)
}
.

And coarsen elements K1, · · · ,Knc to obtain a new mesh denoted by Ti+1. Set i = i+ 1,

go to (ii).

In Section 6, we shall provide some numerical tests to gauge performance of the above

adaptive algorithm and our a posteriori error estimates. Our numerical tests show that the

algorithm and the error estimators work remarkably well for the Cahn-Hilliard equation.

5. Approximation of the Hele-Shaw Flow

Let {Γεt}t≥0 denote the zero level sets of the solution uε to the Cahn-Hilliard problem (1.1)-

(1.3), and {Γε,ht }t≥0 denote the zero level sets of the numerical solution uεh to the scheme (3.1).

Note that we have put back the super-index ε on both uε and uεh in this section. An interesting

(and hard) problem is to establish the convergence of the numerical interface Γε,ht to the true

interface Γt of the Hele-Shaw problem, and also to derive an a posteriori error estimate for

them. In the following we shall explain that this can be done in a similar way to that used to

derive a priori error estimates for the numerical interface in [24].

As for all phase field models, the convergence of the numerical interface to the interface of

the limiting problem is usually proved in two steps. First, one establishes the convergence of Γεt
to Γt, Second, one proves the convergence of Γε,ht to Γεt . A triangle inequality then immediately

implies the convergence of Γε,ht to Γt.

For the Cahn-Hilliard equation, we recall that the required first step was already proved

in [2]. In particular, we cite the following theorem of [2].

Theorem 5.1. Let Ω be a given smooth domain and Γ00 be a smooth closed hypersurface in

Ω. Suppose that the Hele-Shaw problem (1.5)-(1.9) starting from Γ00 has a smooth solution(
w,Γ := ∪0≤t≤T (Γt × {t})

)
in the time interval [0, T ] such that Γt ⊂ Ω for all t ∈ [0, T ]. Then

there exists a family of smooth functions {uε0(x)}0<ε≤1 which are uniformly bounded in ε ∈ (0, 1]
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and (x, t) ∈ ΩT , such that if uε solves the Cahn-Hilliard equation (1.1)-(1.3) with the initial

condition uε(·, t) = uε0(·), then

(i) lim
ε→0

uε(x, t) =

{
1 if (x, t) ∈ O

−1 if (x, t) ∈ I
uniformly on compact subsets,

(ii) lim
ε→0

(1
ε
f(uε) − ε∆uε

)
(x, t) = w(x, t) uniformly on ΩT .

Where

I :=
{
(x, t) ∈ Ω × [0, T ] ; d(x, t) < 0

}
, O :=

{
(x, t) ∈ Ω × [0, T ] ; d(x, t) > 0

}
,

and d(x, t) denotes the signed distance function to Γt.

Next, we shall prove an a posteriori convergence result for the distance between {Γt}t≥0

and {Γε,ht }t≥0, in particular, the estimate allows one to adjust the mesh size h such that this

distance is as small as one wishes before the onset of singularities.

Theorem 5.2. Let uεh denote the solution of (3.1) and t∗ denote the first time when the classical

solution of the Hele-Shaw problem has a singularity. Suppose that Γ0 = {x ∈ Ω ; uε0(x) = 0} is

a smooth hypersurface compactly contained in Ω, and let ζh(t) be the same as in Theorem 3.1.

Then, for any δ ∈ (0, 1), there exists a constant ε̂0 > 0 such that for t < t∗

sup
x∈Γε,h

t

{ dist(x,Γt) } ≤ δ ∀ε ∈ (0, ε̂0) uniformly on [0, T ],

provided that hmin = min {hK ; K ∈ Th} and the starting value uh(0) satisfy

‖Ihu
ε − uε‖L∞ <

δ

4
, (5.1)

C2h
−N

2

min

{
‖uε0 − uεh(0)‖L2 +

C√
ε5ζh(t)

e(4+C0)T
∥∥∇∆−1(uε0 − uεh(0))

∥∥
L2

}
<
δ

4
, (5.2)

C2h
−N

2

min

{
C

ε7

[
1 +

1

ζh(t)

] ∫ T

0

e(2C0+8)(t−s)
∑

K∈Th

η2
K(s)ds

} 1
2

<
δ

4
, (5.3)

where Ih denotes standard nodal interpolation operator into the finite element space Sh and C2

denotes the constant in the inverse inequality ‖vh‖L∞ ≤ C2h
−N

2

min ‖vh‖L2 (cf. [15]).

Proof. First, we prove that uεh converges uniformly to 1 on every compact subset of O. Let

A be a compact subset of O. For any (x, t) ∈ A, by the triangle inequality we get

|uεh(x, t) − 1| ≤ ‖uεh − uε‖L∞ + |uε − 1|. (5.4)

It follows from the inverse inequality, Theorem 3.1, and the assumptions (5.1)–(5.3) that

‖uεh − uε‖L∞ ≤ ‖uεh − Ihu
ε‖L∞ + ‖Ihu

ε − uε‖L∞ (5.5)

≤ C2h
−N

2

min

{
‖uεh − uε‖L2 + ‖uε − Ihu

ε‖L2

}
+ ‖Ihu

ε − uε‖L∞ ≤
3δ

4
,

which together with (5.4), and Theorem 5.1 imply that there exists ε0 > 0 such that

|uεh(x, t) − 1| ≤ δ ∀ε ∈ (0, ε0), (x, t) ∈ A. (5.6)
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Similarly, we can show that uεh converges uniformly to (−1) on every compact subset of I, that

is, there exists ε̂0 ∈ (0, ε0) such that for any compact subset B of I there holds

|uεh(x, t) + 1| ≤ δ ∀ε ∈ (0, ε̂0), (x, t) ∈ B. (5.7)

Define the (open) tabular neighborhood Nδ of width 2δ of Γt as

Nδ :=
{

(x, t) ∈ ΩT ; d(x, t) < δ
}
. (5.8)

Let A and B now denote the complements of Nδ in O and I, respectively, that is,

A = O \ Nδ , B = I \ Nδ.

Note that A is a compact subset of O and B is a compact subset of I. Hence, it follows

from (5.6) and (5.7) that for any ε ∈ (0, ε̂0)

|uεh(x, t) − 1| ≤ δ ∀ (x, t) ∈ A , (5.9)

|uεh(x, t) + 1| ≤ δ ∀ (x, t) ∈ B . (5.10)

Now for any t ∈ [0, T ] and x ∈ Γε,ht , since uεh(x, t) = 0, we have

|uεh(x, t) − 1| = 1 , (5.11)

|uεh(x, t) + 1| = 1 . (5.12)

Evidently, (5.9) and (5.11) imply that (x, t) 6∈ A, and (5.10) and (5.12) says that (x, t) 6∈ B.

Hence (x, t) must reside in the tubular neighborhood Nδ. Since t is an arbitrary number in

[0, T ] and x is an arbitrary point on Γε,ht , therefore, for any ε ∈ (0, ε̂0)

sup
x∈Γε,h

t

(
dist(x,Γt)

)
≤ δ uniformly on [0, T ] . (5.13)

The proof is complete. �

6. Numerical Experiments

We shall present a few numerical tests in this section to gauge the performance of the

proposed adaptive Algorithm 4.1 using the conforming Argyris element. These tests indicate

Fig. 6.1. The profile of u0 and its zero level set of Test 1
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Fig. 6.2. Snapshots of computed solutions and adaptive meshes for Test 1

that the algorithm works very well for the Cahn-Hilliard equation. In all tests to be given in

the following, we take Ω = [−1, 1]2.

Test 1: Consider the Cahn-Hilliard equation (1.1)-(1.3) with the following initial condition

u0(x, y) = tanh
((

(x− 0.3)2 + y2 − 0.252
)
/ε
)

tanh
((

(x+ 0.3)2 + y2 − 0.32
)
/ε
)
. (6.1)

Figure 6.1 displays the graph of the initial function u0 and its zero level set, which encloses

two circles with radii 0.25 and 0.3, respectively. It also shows the initial mesh and computed

initial zero level set Γ0.01,h
0 . Figure 6.2 shows snapshots of the solution (and its zero level set)

of the Cahn-Hilliard equation and the (adaptive) mesh on which the solution is computed at

8 different time steps. ε = 0.01 and TOL = 0.02 are used in the simulation. As expected, the

fine mesh follows the zero level set as it moves. We also note that the number of elements in

the initial mesh T0 is 3, 674, the minimum area of the elements is 1.5259 × 10−5. If a uniform

mesh is used, we need 4
1.5259 × 105 ≈ 262, 140 elements and about 1, 180, 000 DOFs.

Figure 6.3 (a) shows the zero level sets of the adaptive finite element solutions at t = 0.01,
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computed by using ε = 0.01 and three different tolerances TOL = 0.01, 0.02 and 0.04. The

difference of the three curves is almost invisible, which implies that we do not need to impose a

stringent smallness constraint on the initial error and the residual (cf. Corollary 2.1), and that

the continuous dependence estimate of Proposition 2.2 may be improved.

If we zoom in at the left tip of the curves in Figure 6.3 (a), we then find that the distance

between the zero level sets for TOL = 0.04 and 0.02 is about 0.00173, and the distance between

the zero level sets for TOL = 0.02 and 0.01 is about 0.0004 (see Figure 6.3 (b)). Since the

DOFs at time 0.01 with respect to TOL = 0.01, 0.02 and 0.04 are N0.01 = 12565, N0.02 = 9766

and N0.04 = 5995, respectively, we have

1/N 2
0.02 − 1/N 2

0.01

1/N 2
0.04 − 1/N 2

0.02

≈ 0.2394 ≈ 0.2312 ≈
0.0004

0.00173
.

Hence, the rate of convergence of the zero level set of the adaptive finite element solution is

about O(1/N 2). Figure 6.3 (c) shows the zero level sets of the adaptive finite element solution

at time 0.01, computed by using TOL = 0.02 and ε = 0.08, 0.04, 0.02 and 0.01, respectively.

(a) (b) (c)

Fig. 6.3. Convergence of numerical interface for Test 1.

Fig. 6.4. The profile of u0 and its zero level set of Test 2

Test 2: Consider the Cahn-Hilliard equation (1.1)-(1.3) with the initial condition

u0(x, y) = tanh
((

(x− 0.3)2 + y2 − 0.22
)
/ε
)

tanh
((

(x+ 0.3)2 + y2 − 0.22
)
/ε
)

× tanh
((
x2 + (y − 0.3)2 − 0.22

)
/ε
)

tanh
((
x2 + (y + 0.3)2 − 0.22

)
/ε
)
. (6.2)



Adaptive Methods for the Cahn-Hilliard Equation 793

Figure 6.4 displays the graph of the initial function u0 and its zero level set, which encloses

four circles with radius 0.2. It also shows the initial mesh and computed initial zero level set

Γ0.01,h
0 . Figure 6.5 shows snapshots of the solution (and its zero level set) of the Cahn-Hilliard

equation and the (adaptive) mesh on which the solution is computed at 8 different time steps.

ε = 0.01 and TOL = 0.02 are used in the simulation. As expected, the fine mesh follows the

zero level set as it moves. We also note that the number of elements in the initial mesh T0 is

2520, the minimum area of the elements is 1.2207 × 10−4. If a uniform mesh is used, we need
4

1.2207 × 104 ≈ 32, 768 elements and about 148, 000 DOFs.

Fig. 6.5. Snapshots of computed solutions and adaptive meshes for Test 2

Test 3: Consider the Cahn-Hilliard equation (1.1)-(1.3) with the following initial condition

u0(x, y) = tanh
(
(x2 + y2 − 0.152)/ε

)

× tanh
(
((x− 0.31)2 + y2 − 0.152)/ε

)
tanh

(
((x+ 0.31)2 + y2 − 0.152)/ε

)

× tanh
(
(x2 + (y − 0.31)2 − 0.152)/ε

)
tanh

(
(x2 + (y + 0.31)2 − 0.152)/ε

)

× tanh
(
((x− 0.31)2 + (y − 0.31)2 − 0.152)/ε

)

× tanh
(
((x− 0.31)2 + (y + 0.31)2 − 0.152)/ε

)

× tanh
(
((x+ 0.31)2 + (y − 0.31)2 − 0.152)/ε

)

× tanh
(
((x+ 0.31)2 + (y + 0.31)2 − 0.152)/ε

)
. (6.3)

Figure 6.6 displays the graph of the initial function u0 and its zero level set, which encloses
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Fig. 6.6. The profile of u0 and its zero level set of Test 3

Fig. 6.7. Snapshots of computed solutions and adaptive meshes for Test 3

nine circles with radius 0.15. It also shows the initial mesh and computed initial zero level set

Γ0.01,h
0 . Figure 6.7 shows snapshots of the solution (and its zero level set) of the Cahn-Hilliard

equation and the (adaptive) mesh on which the solution is computed at 6 different time steps.

ε = 0.01 and TOL = 0.02 are used in the simulation. As expected, the fine mesh follows the

zero level set as it moves. We also note that the number of elements in the initial mesh T0 is

4, 072, the minimum area of the elements is 3.0518× 10−5. If a uniform mesh is used, we need
4

3.0518 × 105 ≈ 131, 072 elements and about 590, 000 DOFs.
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