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Abstract

Some two-scale finite element discretizations are introduced for a class of linear partial
differential equations. Both boundary value and eigenvalue problems are studied. Based
on the two-scale error resolution techniques, several two-scale finite element algorithms
are proposed and analyzed. It is shown that this type of two-scale algorithms not only
significantly reduces the number of degrees of freedom but also produces very accurate
approximations.
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1. Introduction

It is a challenging task to solve 3—dimensional (3d) partial differential equations by con-
ventional discretization methods, due to storage requirements and computational complexity.
Usually, both storage requirements and running time grow tremendously when the number
of degrees of freedom for approximate solutions increases. Thus, for 3d applications such as
problems from computational materials science, computational chemistry and computational
biology, the most elaborate solver routines like multigrid or multilevel methods should be ap-
plied in order to obtain numerical solutions with satisfactory accuracy. Additionally, the code
should be implemented on a high-performance computer.

To reduce the computational cost, including the computational time and the storage require-
ment, some new two-scale finite element discretizations for solving partial differential equations
in 3d are introduced in this paper. The main idea of our new discretizations is to use a coarse
grid to approximate the low frequencies and to combine some univariate fine and coarse grids
to handle the high frequencies by some parallel procedures. These discretizations are based
on our understanding of the frequency resolution of a finite element solution to some elliptic
problem. For a solution to an elliptic problem, it is shown that low frequency components
can be approximated well on a relatively coarse grid and high frequency components can be
computed on a fine grid (see, e.g., [4, 17, 25, 31]). It is also observed that for elliptic problems
on tensor product domains, a part of high frequencies results from the tensor product of the
univariate low frequencies, which can then be damped out by the tensor product of some fine
and coarse grids.
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We now give a somewhat more detailed but informal (and hopefully informative) description
of the main ideas and results in this paper. Consider an elliptic boundary value problem in
domain Q = (0,1)%. Let Py, n,,n,,u be the standard trilinear finite element solution, that is,
the Ritz-Galerkin approximation, of a partial differential equation on a uniform grid 7=1-"e2 =
with mesh size h,, in z1—direction, h,, in xo—direction and h,, in zs—direction, respectively.
Then, a two-scale finite element approximation, which is nothing but a simple combination of
different standard finite element solutions of the original problem over different scale meshes,
is constructed as follows (see Section 3):

3

PEHHU =Py gpu+ Pyppu+ P aau— 2Py g ou,
where H > h.
In this two-scale approximate scheme, only partially refined meshes are involved, and the
following result for a class of partial differential equations can be established (see Theorem 3.1)

10 =0(h+ H?), (1.1)
where u is the exact solution of the partial differential equation.

This is a very satisfactory result in many ways. Consequently, for example, we obtain
an asymptotically optimal approximation P;}y g pu in parallel by taking H = O(\/ﬁ) and the

flu — PI}}HH“|

number of degrees of freedom for obtaining PIQL gt is only of O(h~2), while that for the
standard finite element solution Py j, pu with the same approximate accuracy is of O(h™3).
We may also design efficient two-scale approximate schemes for other problems. For instance,
consider the following eigenvalue problem posed on 2:
—V(aVu) =du, in Q,
{ v =0, on 01,
where a is a positive smooth function on 2. We may employ the following algorithm to approx-
imate (1.2) (see Section 4):

(1.2)

1. Solve (1.2) on a coarse grid: find (ug g s, Ar.a.m) € Seo ™7 () x R such that

a|VuH)H7H|2 =1 and
Q

/ CLVUH)H_’HVU = /\H,H,H/ UH H,HY, Yv € SgIH’H(Q) (13)
Q Q

2. Compute the linear boundary value problems on partially fine grids in parallel:
find umHH e §hHH(Q) such that

/ aVuh’H"HVv = )\H,H,H/ UH,H,HY, Yv € Sg’H’H(Q);
Q Q

find umH e SEMH () such that
/ aqu’h’HV’U = )\H,H,H/ UH H,HY, Yv € Séq’h’H(Q);
Q Q
find uH e SEHM(Q) such that

H,H,h
/ aVuHhy — )\H,H,H/ wpHHY, Yv €Sy Q).
Q Q

3. Set

h,H,H

h H,h,H H,H,h
U g H = U +u T a0

— 2Up H.H

and

/ a|vu}ﬁ,H,H|2

)‘ZHH = =8 N 5
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where Sg“ il (Q) is the standard trilinear finite element space associated with T"e1:/2

If, for example, Ay g g is the first eigenvalue of (1.3) at the first step, then we can establish
the following results (see Theorem 4.1)

h

z3

1/2
(/ a|lV(u — u]}_I)H7H)|2) =O(h+ H?) and |\ — )\]}_I)H7H| =O(h? + H).
Q

These estimates mean that we can obtain asymptotically optimal approximations by taking
H = O(vh). Note that what need to be solved at the second step are linear boundary value
problems on partially fine grids only!

Our two-scale finite element discretization method is related to the sparse grid method
developed by Zenger [32], where the multi-level basis of Yserentant [30] was used. Zenger’s
sparse grid method is proposed for solving partial differential equations and has been known for
many years in interpolation, approximation, recovery theory and numerical quadrature under
the different names “hyperbolic crosses” [1], “Boolean methods” [10], and “discrete blending”
[5, 14, 18]. A general framework for approximating tensor product problems has been presented
in Smolyak [24]. Zenger’s sparse grid method has turned out to be a powerful approach for
satisfactory numerical solutions, see, e.g., [6, 7, 13, 15, 21, 22, 23]. Similar to the sparse grid
method, multi-level bases are also used in wavelets (see, e.g.,[6, 9, 11] and references cited
therein). Instead of the multi-level basis approach, in this paper, we adopt a two-level basis
approach. It is shown that the two-level basis approach is more flexible than the multi-level basis
approach (c.f. [21]), which is a key for us to introduce the multiscale techniques to eigenvalue
problems and nonlinear equations. Moreover, since the two-scale finite element approximations
are computed on regular meshes, existing solvers can be used without any need for an explicit
discretization on a sparse grid. Our multiscale finite element approach is also different from
other multiscale/upscaling methods in the literature. The multiscale/upscaling methods are
proposed for the homogenization of multiscale problems (see, e.g., [12, 19] and references cited
therein) while ours is set for the discretization of partial differential equations.

Our approach turns out to be advantageous in two respects. First, the possibility of using
existing codes allows the straightforward application of two-scale combination discretization to
large scale problems. Second, since the different subproblems can be solved fully in parallel,
there is a very elegant and efficient inherent coarse-grain parallelism that makes the two-scale
combination discretization perfectly suitable for modern high-performance computers. Our
technical tools for analyzing two-scale finite element approximations are some superconvergence
techniques developed in [21, 23].

The remainder of this paper is organized as follows. In the coming section, basic notation and
assumptions are described, and the two-scale interpolations are introduced. In section 3, some
two-scale finite element discretizations are proposed and analyzed for 3d linear elliptic boundary
value partial differential equations. These two-scale approaches are then generalized to a class
of elliptic eigenvalue problems in section 4. In section 5, several numerical experiments, which
support our theory, are reported. Finally in section 6, some further remarks are presented.

2. Preliminaries

Let © = (0,1)3. We shall use the standard notation for Sobolev spaces W*P(§) and their
associated norms and seminorms, see, e.g., [8]. For p = 2, we denote H*(Q) = W*2(Q) and
H3(Q) = {v e H'(Q) : v [sgo= 0}, where v |go= 0 is in the sense of trace, || - |[s,0 = || - [|s,2,0
and | - [[a = || - lo,2.o- The space H~1(Q), the dual of HE(Q), will also be used.

Throughout this paper, we shall use the letter C (with or without subscripts) to denote a
generic positive constant which may stand for different values at its different occurrences. For
convenience, the symbols <, 2 and = will be used in this paper. That 21 < y1,22 2 y2 and

~ ~

3 = y3, mean that z1 < Ciy1, =2 > cay and c3zz < y3 < Csxs for some constants C, cg, c3
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and Cj that are independent of mesh parameters.

To get error estimations, some so-called mixed Sobolev spaces are introduced as follows (c.f.

[23]):
W) = fw € WH(Q) 05,0, (w) € Lo(Q), xi # @, i,j = 1,2,3},
W3Q) = {w € HX(Q) : Op, 05,04, (w) € L*(), x; # x; or x; # xx, 1,4,k =1,2,3}
and
WEHQ) = {w e H(Q) : 92 03,05, (w) € L*(), @; # xj or x; # ag, 1,5,k =1,2,3}
with their natural norms || - [|y,c.2, |- HW2G',3, and || - ||W2K,4, respectively.

Assume that T" is a uniform mesh with mesh size h on [0,1] and S"[0,1] C H'[0,1] is the
associated piecewise linear finite element space. Set S?[0,1] = S"[0, 1]NHE[0, 1], Therhazhas =
Thay x Thes x Thes | Shershasshag (Q) = Sha1[0,1] x Sh=2[0,1] x St=3[0, 1], and Sg=t"=2 "3 (Q) =
SE10,1] x Sp*2[0,1] x S¢=#[0,1].

Let I, : C[0,1] — S"[0,1] be the standard Lagrangian interpolation operator defined on
Th and In,, he, h., De the usual trilinear interpolation operator on partition Theishesshey  One
sees that I, 0,0 is the interpolation operator which interpolates only in 21 —direction on lines
of mesh size h,,, etc. Obviously,

Ih,y hayhog = They 0,0 L0,hay,0 * 10,0,h, -

z3
We shall introduce two-scale interpolations on 3d. Given H € (0,1) with H > h, and define
a two-scale interpolation by

h
IH,H,HU’ = Ih_,H,Hu + IH_,h,Hu + IH,H,h'UJ — 2IH,H,HU-

It is shown in the following theorem that a one-scale interpolation on a fine grid can be obtained
by some combination of multi-scale interpolations asymptotically. It should be pointed out that
a part of the following Theorem 2.1 has been provided in [18].

Theorem 2.1. There hold

H|[Ijy g e = Inppullie + 15 g aw = Innpulon S Hlullyes, if ue WE3(Q),  (2.1)
H|[1fy g e = Inppullie + 15 g g = Innpulon S H [ullyxca, if we WEHQ). (2.2)

Proof. 1t can be verified by a direct calculation that

Inne = Inww+Ioao(loon—Loow)+ Iaoa(Tono — Lom0)
+1o.1,1(In0,0 — Ir00) + Lr0,0on0 — Lo,1,0)(Lo0.n — Lo,0,m)
+1o,5,0(In0,0 — Tr,0,0)({o,0,n — Lo,0,5) + 0,0, (In,0,0 — Ir,0,0)(Lo,n,0 — Lo,#,0)
+(In,0,0 = T1,0,0)(Lo,1n,0 — o,1,0)(Zo,0,n — Lo,0,1)

and
Iaa = luww+Tomo(loon —Toom)+ Imon(lono — Tomo)
+1o.m,1(Ih00 — IH00)-
Hence for || || =1 lla or |- ]| = | - llo.q, we have

HIZHHU — In |
S Mm00(o,n,0 = Lo,m,0) (0,0, — Lo,0,8)ull + 1o, 1,0(In,0,0 — L11,0,0) (0,0, — Lo,0,11)u]
+[o,0,z(In,0,0 = Ir1,0,0)(Lo,n,0 — Lo, m1,0)u|
+|(In,0,0 = I#,0,0) Lo,n,0 — Lo, m,0) (L0,0,n — Lo,0,1) 0],
from which we immediately obtain (2.1). If u € W,**(Q), then
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15 11,10 = Tnontelloe S Hlullyy e,

102, (I, 11,110 — Innt) o0
S H3(||811812853u”0,ﬂ + Hfﬁlfﬁguﬂo,sz + ||352351U||0,Q + Hailaxzarauﬂo,sz)
< 3
< Hulye
and the similar estimations for ||0,., (IIh{yHﬂu — I p.pu)lo.n and |0y, (I}}’H)Hu — Innpu)lo.q
can be obtained. This completes the proof.

It is observed from the estimation of Ih{ m,uW — Innpu that the two-scale interpolation

I% o gu, which is a simple combination of four standard interpolations over different scale
meshes, is a more economic approximation to u than I, j pu in terms of computational cost.
Indeed, the approximation accuracy of the two-scale interpolation I% , yu is the same as that

of the standard interpolation Iy, j pu when H = O(hl/Q) is chosen while the number degrees of
freedom of I}y yu is only of O(h™?) and that of Iy ppu is of O(h™3).

3. Boundary Value Problems

In this section, we shall design and analyze some two-scale finite element discretizations for
a class of linear elliptic boundary value problems. Consider a homogeneous boundary value

problem
Lu =f, in Q,
{ v =0, on 0L (3.1)

Here L is a general linear second order elliptic operator:
3 3
0 ou ou
Lu— — § ’ (g 22 E b ——
u = ax] (a”LJ axz) + 2 'Laxi + cu

satisfying a;; € WH>(Q), b;, ¢ € L>®(9), and (a;;) is uniformly positive definite on €.
The weak form of (3.1) is as follows: find u = L™ f € H}(Q) such that

a(u,v) = (f,v), Vv € Hy (), (3.2)

where

K2

3 3
Ju Ov Ou
a(u, ’U) = /Q ijZ:1 (7% _a;[:l —a{I:j + ; bz —ax v + cuv,

(fav>: fu.
Q

Note that for ag(-,-) defined by

ap(u,v) = i /a--&& (3.3)
o\, — 0 lj@xi(?:vj’ .

ij=1
we have
wl|f o < ao(w, w), Yw e Hy(5),

and
ao(u,v) S l[ulliallvlhe, lalu,v) = ao(u,v)] < lulloellvllie,  Yu,v e Hy ().
Our basic assumption is that (3.2) is well-posed, namely (3.2) is uniquely solvable for any

f € HY(Q). (A simple sufficient condition for this assumption to be satisfied is that ¢ > 0.)
An application of the open-mapping theorem yields

lwlhe S [Lwl-1.0, Yw e Hy(Q). (3.4)
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A sufficient and necessary condition for the well-posedness of (3.2) is

w10 < sup a(w,q&)’ Vu € HY(Q
Y 0
HEHE(Q) H¢||1,Q
and
lole s s 42 vy e i),
seri) 19l
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(3.5)

(3.6)

We have (c.f. [16]) the following estimate for the regularity of the solution of (3.1) or (3.2)

lull2,0 S I fllo0s Vf € L*(9).
The standard Galerkin projection PhI1 h

gl

By hao
a(ti = Phyy by oy, v) =0, Vo € 55770

(),

(3.7)

2 HY(Q) e Sy (Q) s defined by

(3.8)

which is well-posed when max{hy,, hy,, hey } < 1 (c.f. [25]). Here and hereafter, we assume that
any mesh size involved is small enough so that the associated discrete problem is well-posed.
We provide different assumptions to the exact solution v and the coefficients a;;, b; and c

so that different convergence results can be obtained.

Assumption A: u € HE(Q) N W3(Q), ai; € Wh(Q), b; € L>®(Q), and ¢ € L=(Q)(i,j =

1,2,3).

Assumption B: u € HL(Q) NWE3(Q), a € Whe(Q), ai; € WE2(Q)(i # 7), by € L®(1),

Op;bi € L(Q), and ¢ € L>®() (4,7 = 1,2, 3).

Assumption C: u € H}(Q) N Wy (Q), ay € W2=(Q), ai; € WE2(Q)(i # 7), by € L=(Q),

Oy, bi € L°(Q), and ¢ € L*() (4,7 = 1,2, 3).

Using the arguments in [22] and [23], we can generalize the results concerning the semi-
discrete solutions of 2d problems in [22] to 3d cases, which are stated as follows:

Proposition 3.1. (1) Let g € L*(Q). Ifq € S’g”’h”’O(Q) satisfies

a(v,q) = / vg, Vv € Sg’”’h’”2’0(ﬂ),
Q
then
1025l < [lgllo,o-
o Ry shey,0 ) Ry 0,k
A similar result holds when Sy™ """ (Q) is replaced by S,™* """ () or
(2)If w e HY(Q) and dpyw € HY(Y), then
1025 Ph, hay 0wl1,0 S 10251,

Similar estimates hold for Oy, Po.n ha, W and 812th1,07hz3w.

T2

0,z ,h
0

Q).

(3.11)

To analyze the convergence of the multiscale finite element approximations, we need a num-

ber of propositions. For Py 5., h,,w € Sg’h”’hzg (), Ph,, b, w € Sg’”’h’hzg (), Pr,, hyy hW €
Sg“’h”’h(Q), set
O Phihgy hpy W Phhy by W — PH oy iy W,
01 Phy b, = Phy b, — Ph, Hh,,w,
5?Ph117h227hw = thphm,hw - Ph117h227Hw7
where H, h, hy,, hay, hay € (0,1).
Proposition 3.2. (1)If w € H}(?), then
(0% Proy hoy nwllo0 S HlJwll1,0 (3.12)
and similar results hold for 6%} Py hoyw and ¥ Phyy hhg W-
(2)If w e HY(Q) and dpyw € HY(Y), then
HI85 Pryy oy vl + 105 Py hay wwllo,e S H? [ 0zw]1,0 (3.13)

and similar results hold for 03} P p ha, W and 5?{2Phw1,h,hm3w-

x99
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Proof. Tt suffices to prove the case of 6 Ph,  n,, nw. Note that for ||-|| = || - [lo,c or || - |l1.0,
||5?Phxlyhzzth|| 5 ||Ph217h227h’w — Phxl,hx2,0w|| + ||thl,hz2,0w — Ph:rlyhzngw||'(3']‘4)

We shall estimate || P, n,,,
Sg“’h”’o(Q) be the solution of

a(v, gx) = / U(thl,hx2,kw — Phxl,hzz,ow), Vo € ngl,hmz,o(g)
for k= h or H. Set U:PhQ
1 Phyy hoy k@ = Py hoy0wlldo = a(Pry, hay k@ = Phy, hey oW, Gk)
= a(Pn,, hey kW = Py hoy 0w, 9k — 10,0, 19k)
S N Phyy hay kW = Phy hyy 0wl k]| Oz k1,0
Note the regularity of the semi-discrete solution stated in Proposition 3.1 implies
||8m39k||1,ﬂ 5 ||th17hz2,k}w — thl’h

W0 = Phyy hoy 0wl and [[Pa, h,, 00 = Phy he, mwll. Let gy €

g g W — thwhzwow in the above equation, and we get

2s.0W[0,02-
Hence, we have
1Py hay kW = Phy hpy 0Wll0.2 S Kl Py, hay kW = Py hay 0wl S kllwllio (3.15)
Combining (3.14) and (3.15), we get (3.12).
If we HYQ) and 8,,w € HY(Q), then Proposition 3.1 and Cea’s Lemma give

[ Pry by kW = Pry hoy 0Wllt,0 = ([ Phyy by kP by 00 = Phy by 0wl1,0
S klOws Pry, by owlie S KOz w]l1 0, (3.16)
which together with (3.15) produces
1Phy, by k@ = Py oy owllo.g S K[| 0nwll 0. (3.17)

Finally, we obtain (3.13) from (3.16) and (3.17). This completes the proof.

Proposition 3.3. (1) If Assumption A holds, then there exists an, € Hg()(\H?(Q) such
that

Phyy by by (L= Ty, 0,0)0) = Pry ) by hoy (g, )
lon,, ll2.0 < Pay lully g0
(2) If Assumption B holds, then there exists ap, € Hg () such that
Phy, by by (L= Tny 0,0)0) = Pry by by (g, )
lewn, e S B2, ullys.s.
(3) If Assumption C holds, then there exists ap, € Hy(Q) (\H?() such that
Phy) by by (L= Iy 0,0)0) = Py by by (g, )

lan,, l2.0 S b2, [/

Proof. Integration by parts gives that Vv € ngl’O’O(Q), there holds
a((I — Ihml)oﬁ)u,v)

3
= / (—8w1a11(l - Ihm1,070)u611v + Z ail(I - Ihmpo,o)ﬁmu@wlv)
Q

=2

3
— / Z (811 aljaml (I — Ihxlyoﬁo)uv + aljaml (I — Ihxlyoﬁo)amj ’UfU)
Q=

Jj=2

J
“
Q

3
Z (azj QA (I — Ihxlyoﬁo)(?miuv + Qi (I — Ihxlyoﬁo)amiamj ’UfU)

=2

s.
i Mw
[\V]

/N

3
blaml (I - Ih:rl 7010)’&’0 + Z bl (I - Ihzl 1070)811.’[1,1} + C(I - Ihzl 1070)’[1,’[}) .

=2
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Thus, there exists fp,, € L*(Q2) such that(c.f. Lemma 3 in [23])

a((I = In,, 0,000 0) = (fa, s ), Yo € Sy"%(Q), (3.18)
1 log S B llull s (3.19)
Note that there exists ap, € Hj(Q) () H*(Q) satisfying
G(Oéhzl V) = (fhml,v), Yo € H} (), (3.20)
lon,, 2.0 S [1fhs, llo.- (3.21)

Combining (3.18), (3.19), (3.20) and (3.21), we obtain (1). Analogously, we obtain (3).
Integration by parts again leads to

J

3
= / — Z ((I — Ihxlyoﬁo)uazl (8zja1jv) + (I — Ihzvoyo)azjuaml (CLlj’U)) + (I — Ihzlﬁoyo)uaml (bl’U)
) ;

j=

3
(895]. Gljaml (I — Ihxlyoﬁo)uv + aljaml (I — Ihxlyoﬁo)am]. U’U) — blaml (I — Ihxlyoﬁo)uv
2

<.
||

Namely,
Ry 50,0
a((I = In,, 00)u,0) S B2 llullyyoslvllie, Vo€ Sy™ 7 (Q).

Hence, there exists ap, € Hj () satisfying (2). This completes the proof.

Proposition 3.4. (1) Assumption A implies
185 Py o oL = Iy 00)ull 10 S H Jufl 0.
(2) Assumption B implies
8% Py oy (L = Iy 0.0)tllo S H ullyyes.
(8) Assumption C implies
H||6% Ph,y by n (I = In,y 0.0)0ll10 + 165 Py oy n (1= Iy 00)ulloe S H ullyysca.

.. 1 T2
Similar results hold for 6%} Phohyy by W and 6% Pho ) hohe, w-

Proof. By Propositions 3.2 and 3.3,

1078 Phy oy b (L = Inyy0,0)ullie = 105 Phoy hey n(@n,) e
S H|0w (e, e S H |lullyos.

Thus (1) follows. Analogously, we obtain (2) and (3).

Proposition 3.5. Letr,” | (u,v) = a((I — In,, 0,0)(I = Ton,,.0)u,v).

1:ltagllag

(1) Assumption A gives
P ot (0 0)] S by Jullyoslvllng, ¥o € 8o """ (@)
By shag hag VO ~ Ny Ny wgs V|1, v 0 .
(2) Assumption B and a;; = 0(i # j,i,5 = 1,2,3) give
. hay hay ha
2 o 0] S ey minlhe, o) [algeallolla, Vo €SB (@),
(8)Assumption C and a;; = 0(i # j,4,j = 1,2, 3) give

1,2 Ry s
32 ey 0] S B2 B2, ullyallvlle, W€ Sg™

Pozoes ().
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Proof. Obviously, (1) is true. It is only necessary to prove (2) and (3).
Set w = (I = In, 00)(I = Ion,,0)u. Integration by parts leads to

3 3 3
7‘}11;21 By hiay (u, ’U) = — / Z wam (Iiiawi’l) + Z w@wl (aij(?wj ’U) + Z u}aml (bi’U) — cwv
2\ i=1 ij=1,i#j i=1
Hence, when a;; = 0(i # j,4,j = 1,2,3), we have
1,2 Rt shay ha
Thiy gl (u,v)| < hwlhi2”’ul|wzc,3|’u|1)g, Yo € 5, e (),
1,2 Rt hay ha
Thiyy B B (u,v)| < hilhz2||u||w2013|v|1,sz, Yo € Sy (Q)
and
1,2 < h2 h2 v thlﬁhx21hx3 0
|rhzl,hx2,hx3 (uvv)| ~ Ty z2||u||W2Kv4|U|17Q= vV € O ( )7

which imply (2) and (3). This completes the proof.

Proposition 3.6. (1) If Assumption A holds, then
1Ph ey by by (1= Ty 0,0) (T = J0,hey 0)u) 1.0 S Ty B ||| 65
(2) If Assumption B holds and a;; = 0(i # j,1,5 = 1,2,3), then
Py iy by (I = Ty 0.0) (T = o,y 0)W) 1,02 S hay oy min (P s Foay ) [l 5.
(8) If Assumption C holds and a;; = 0(i # j,i,j = 1,2,3), then

||Ph£1 7hz27hz3 ((I - Ihml 7030)(’[ - Io7hz2 ,O)U)Hl,ﬂ 5 hilh?ﬂg ||u||W2K’4'

Proof. The estimates follow directly from Proposition 3.5.
Using a similar argument, we can prove the following two results.

Proposition 3.7. Let 4, h,, h., (u,v) = a((I — Ih211070)(1 — IO,hI2,O)(I —Io0,n., Ju, v).
(1)If Assumption A holds, then
. ha
|Thm17hz27hz3 (UJ U)l /S mln(hwl hwzv hwlhwsv hwzhws)”u”WvaS ”’UHLQ? Vo € SO !
(2)If Assumption B holds and a;; = 0(i # j,i,j = 1,2,3), then

T ha, hag ey (Us V)]

hagshag
(€2).

hzy,h

/S min(hmlhrza h11h137 hmzhme) min(hznhmza h13)||u||W2G’3 ”UHLQ, Vo € S(})Iml) e (Q)
(8)If Assumption C holds and a;; = 0(i # j,i,j =1,2,3), then
. By shag h
|Thm1;hm2;hm3 (U” U)| 5 mln(hilh/i27 hilhi:;? hizhig)HuHWQKA||U||1)Q7 VU € SO ! 2 ? (Q)'

Proposition 3.8. (1) If Assumption A holds, then
1Py by by (L= Iny0,0) (L = L0,y ,0) (L = L0,0,n,, )0)[I1,00
S min(hw1h$27hmlhmguhzghws)”uHWzG’s'
(2) If Assumption B holds and a;; = 0(i # j,1,5 = 1,2,3), then
1Py by by (L= Iny0,0) (L = L0,y ,0) (1 = L0,0,n,, )0 [I1,00
S minlhe oy, has s hahog) (e, Ao byl o
(8) If Assumption C holds and a;; = 0(i # 4,4, = 1,2,3), then
1Phsy by b (L= Iy 0,0) (I = L0,y .0)( = T0,0,0,, )0)[I1,02
< min(h2 h2  h2 hZ b2 h2 My s

X1 T2’ Tl T3? T2 T3

Now we are ready to present and analyze the error estimations of the two-scale finite element
approximation.
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Theorem 3.1. Let PI’}HHu be the two-scale finite element approximation defined by
Pl g gt = Ph g+ Pop v+ P gnu — 2Py g .
(1) If Assumption A holds, then
I1PE . = Popntllne S H? ullyos.
(2) If Assumption B holds and a;; = 0(i # j,1,5 = 1,2,3), then
||PI}1LIHHU - Ph,h,hUHO,Q < H3||u||w,f~3-
(8) If Assumption C holds and a;; = 0(i # j,i,j = 1,2,3), then

H||P g g — Popnullie + 1Py g gt — Ponnullog S H* u]l gy s

Proof. For H > h, define

O Prnnw = Pngpw ~+ Py ppw + Py g pw — 2Py g gw — Py pw

and
Orln ppw=Ingaw+Ignagw~+ Iggrw—2Ig g pw — Ipppw.
Let || - || be || - 1.0 or || - [Jo,o- From the identity
I = Inpn+T—1Ino0)+ U —Iono)+UT —Ioon) — I —1In00)L — Iono)

—(I = 1In00)(I = Lo,0,n) = (I = Lon,0)(L = Loo,n) + (L = In0,0) (L — Lon,0)(L — oo,n)
and the estimations
10 Prnpw| < ||Phgaw— Phoaw||+ || Prarw — Phypawl
+|| P, zw — P g pwl| + || Pa,anw — P gwl|
105 Pr, sz nwll + 105 Poppwll + 107 Prn,awl| + 107 P, nwl],
08 Ponnwll < 165 Papgwll + 105 Prppwll + 165 P awl| + 165 Pr o nwl|

and

IN

165 P, pw | 0% Prnnwll + (|05 Poppwll + 1107 Prmawl| + (|07 Prp,awl),
we obtain
105 Prnnull S 08 Phpndnnnull + |08 Ponn(I — Ino0)ull + 1|68 Prpan(I — Tono)ull
H108 Php,n (I — To,0,n)ull + 1085 Prnn (I — In0,0) (I — Lon0)ull
H0# Php,n (I = In0,0)(I = To,0,n)ull + 108 Prnn (I — Ton,0) (L — Lo0,n)ull

0 Prpn(I — Inoo0) — Ion,0) (L — Lo,0,n)ul-

Consequently,
105 Poppull S 6 Innnull + H;{{lﬁ?};}(”ﬂfpﬁﬂ,h(f =L o 0)ull + 1657 Py (I = I, g o)ull)
+ max (|67 B, 5 g (I — Lo o)ull + 105 P 5, (I — 1o j, o)ul)
he{h.H}
+_max (657 Py 5 (L — Lo o 5)ull + 1105 Py s n(L — Lo 5)ul)
he{h,H}
+_ max P (I =1 000 = Iojo)ull
hoh,he{h,H}
+_ max P (I =T 000 — Iy 5)ull
huoh,he{h,H}
+_ max P (I= 1o 00— Too5)ull
huohhe{h,H}
+_ max P g (I =15 00)( = Iyj o) = Lo o.5)ull-
hiohhe{h,H}

Applying Theorem 2.1, Proposition 3.4, Proposition 3.6 and Proposition 3.8, we finish the proof.
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Similar to the two-scale interpolation on €, it may be concluded that the two-scale finite
element approximation PH oY is a much more economic approximate solution in terms of
computational cost than Ph nnt. In fact, with the same approxnnate accuracy, the number
of degrees of freedom for getting Pl ;; yu is only of O(h™2) when H = O(h'/?) is chosen
while that for the standard finite element solution Py p, pu is of O(h™3). In addition, it may be
very important that the two-scale finite element approximation PE, g, g0 can be carried out in
parallel. As a result, both the computational time and the storage can be reduced.

For the nonsymmetric problem, the following parallel two-scale symmetric scheme is more
efficient. In this scheme, we solve a nonsymmetric problem on a coarse grid firstly and then
solve three symmetric problems on partially fine grids in parallel.

Algorithm 3.1.

1. Solve (3.2) on a coarse grid: find up g € Sgo(Q):
alum,mm,v) = (f,v), YoeSehhHQ).
2. Compute symmetric problems on partially fine grids in parallel:
find en € Sg’H’H(Q) such that
ao(en,m m,v) = (f,v) —alug g m,v), YvéeE Sg’H"H(Q);
find ex . € SgH(Q) such that
aolemnm,v) = (f,v) —alug g m,v), YvéeE Sé{’h"H(Q);
find ex .y € SETMQ) such that

aolemmn,v) = (f,v) — alug mu,v), Yo e SHT"Q).
3. Set u?[,H,H =ug,HH + ehHH+ eHhH + €H Hh mn .

It is shown that Algorithm 3.1 is efficient. For instance, we have

Theorem 3.2. If Assumption A holds and uH oH € Sh’h’h( Q) is obtained by Algorithm 3.1,
then

s =l g mlie S H?|lullys.s.
Consequently,

lu—uly g ulhie S H?

Proof. Set ylhHH — UH,H,H + €h,H,H, yhH — up, H,H + €H nh u and wiHh — UH HH +
er, 5. Then from the definition of u}}{HH, we have
“}ﬁHH = M HH L HRH | HER _gyp b
Hence,
lwn,nn —
S ||UhHH —unm i+ ||uHhH —ugnmolia+ ||UHHh —um,mhl0
Fllwn, o0+ UH R+ UH HL — 2UH HH — Uhhhl1,0-
Note that Theorem 4.2 of [25] implies
[ —wp w10 + [ —wg g w10 + (o0 (3.22)

Thus, combining (3.22) and Theorem 3.1, we complete the proof.
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4. Eigenvalue Problems

Let a(-,-) = ap(-,-) be defined by (3.3) with regularity (3.7) for the solution of (3.2). A
number A is called an eigenvalue of the form a(-, ) relative to the form (-, -) if there is a nonzero
vector u € H}(Q), called an associated eigenvector, satisfying

alu,v) = \Nu,v), Yo € H}(Q). (4.1)
Define Galerkin-projections Py, : H3(Q) — SE(Q) by
a(u — Pyu,v) =0, Yov € SHR).
Here and hereafter, we assume that (a;;) is symmetric. It is known that (4.1) has a countable

sequence of real eigenvalues
O< A< A<

and the corresponding eigenvectors
UL, U2, U3, """
which can be assumed to satisfy
a(ui, uj) = Nj(ug, uy) = 8i5,4,7 =1,2,- -
In the sequence {)\;}, the \;’s are repeated according to their geometric multiplicity.
A standard finite element scheme for (4.1) is: find a pair of (A, up), where \;, is a number
and 0 # uy, € SH(Q), satisfying
alup,v) = A (up,v), Vv e SHQ), (4.2)
and use A\, and wy, as approximations to A and u (as h — 0), respectively. One sees that (4.2)
has a finite sequence of eigenvalues
0<Apn<Aopn<---<Ayny np=dim S(}}(Q),
and the corresponding eigenvectors
UL,y U2 ks * 5 Uny by
which can be assumed to satisfy
a(Ui b, Ujn) = Ajn(Uik, Ujn) = 0ij.
It follows directly from the minimum-maximum principle (see, e.g., [3]) that
Ai < Aip, t=1,2,--- 0y,

Moreover, we have the following proposition (see [2, 3]).

Proposition 4.1. (i) For any u; of (4.2) (i = 1,2,--- ,ny), there is an eigenfunction u® of
(4.1) corresponding to \; satisfying a(u’,u’) =1 and

Hui — ui7h| 1,0 < Cih. (4.3)
Moreover,
" = winllo.o < Cihllu' — uinlliq- (4.4)
(ii) For an eigenvalue,
Ai < hin <A+ Cih2. (4.5)

Here and hereafter C; is some constant depending on i but not depending on the mesh parameter
h.

There is some superclose relationship between the Ritz-Galerkin projection of the eigenvector
and the finite element approximation to the eigenvector, which was presented in [28]:

Proposition 4.2.
10 S Ain — A+ AlJu’ — g

HPhui — ui,h| 0,0- (4.6)
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The two-scale analysis for the eigenvalues is based on the following crucial (but straightfor-
ward) property of eigenvalue and eigenvector approximation (see [3, 28]).

Proposition 4.3. Let (\,u) be an eigenpair of (4.1). For any w € H}(Q) \ {0},

a(w,w) | alw—uw—u) | (w—uw—u)
(w, w) A= (w, w) A (w, ) . (4.7)

It is noted that some two-scale discretizations, in which globally refined grids are involved,
were proposed in [28, 29] to solve (4.1). In the coming discussions, we shall combine the
techniques in [28, 29] with our multiscale discretization approaches discussed above to establish
new two-scale discretizations for (4.1) on tensor product grids.

For clarity, we consider the approximation of any eigenvalue A of (4.1) with its correspond-

ing eigenvector u satisfying a(u,u) = 1 and Assumption A. We assume that (A, h., h..,>
Py b

27773 (Q)’

Uh,, hay.he,) 15 an associated finite element approximation to (A, u) of (4.1) on Sg’”

namely, there holds
h

Ry
a(uhmlthgthg,?U) = )\hzlthgthg (uhmlthgth37v)7 VU € Soml e (Q)7

2
I,Qsha

Al by shay = A Wy by by — Ul

where a(uhzl,hzz,hzg JUh. R 1h13) =1 and h = max(hy,, haey, hay) < 1.

oy hay
Algorithm 4.1.
1. Solve (4.1) on a coarse grid: find (g g, H, \H,H.H) € SgI’H’H(Q) < RY such that
a(um o, vh HHE) =1 and

a(uH)H_,H,v) = /\H)H_H(’UJH_’]-[)H,’U)7 Yv € Sé{H’H(Q)

2. Compute linear boundary value problems on partially fine grids in parallel:
find uHH ¢ SgHH(Q) such that
a(u 8 vy = g g (ug gm,v), Yoc Sg"H’H(Q);
find wfmH ¢ Sé{’h’H(Q) such that
a(u vy = g g (ug g m,v), Yoc Séq"h’H(Q);
find wHh e ST QY such that

a(uH’H"h,v) = /\H)H_H(’UJH_’]-[)H,’U)7 Yv € Sé{H’h(Q)

3. Set
hHH o HhH | HHh

h
Ug g =U — 2UH,H,H

and X .
AR - “(“H,H,Ha UH,H,H)
HHH= 7} 7 .

Theorem 4.1. If Assumption A holds and (/\};I,H,H’u}ﬁ,H,H) is obtained by Algorithm 4.1,
then

wnpn — uly g mlle S H? (4.8)
and
Aohn = Mg gl S H. (4.9)
Consequently,
lu =y gl S H? +h (4.10)
and

A= Ny gul S HY + 1 (4.11)
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Proof. Because of ||u — uppp]

1,0 S h and the triangle inequality

flu — U}ﬁ,H,H”LQ S |‘UZ,H,H —unnnlre+ v —unnnlio,

we shall only estimate |[u}y ;5 — wnnnll1,0. From the following identity
oy HH H,h,H H,H,h

h
Uy g — Whhh = — Py ru+tu — Py pru+tu — Py, nu

—2(um, o5 — P, a,aw) — (Unhh — Phopptt)
+Pn g, gu+ Prpgu~+ Py gau— 2P g gu — Puppt,

we have
”u}}{HH - Uh,h,h| 1,02
< WP — Py g pule + W = Py gullig + w0 — Py gl
+2||lum g0 — Puaaullie + |usnn — Poopstl|ne
| Ph,g,zv + P p,av + Pa g au — 2P g au — Php vl 1o (4.12)

Note that there hold
a(Pp g pgu— uh’H’H,v) =A== g pu)(ugmm,v)+Nu—uggmgv), Yo e Sg’H’H(Q),
a(Prppu— T 0y = (N = Npropow) (wp . m,0) + MNu — up g, v), Yo € S’é{’h’H(Q),
a( Py prpu — w0y = (N = Ay w) (up .0, 0) + M — ug g, v), Yo € Sé{’H’h(Q)v

so we obtain

| Pt rw — w5 o + | P — o Py o + || P, gwu — o P10
S Ammm — A+ ANu—ummaloo < H?. (4.13)
Obviously, Propositions 4.1 and 4.2 imply
ke — Pegrulio S H? (4.14)
for K = h or H and Theorem 3.1 leads to
| P e, + Prpogte+ P — 2Py v — Pooppullie S H?. (4.15)

Thus, we get (4.10) by combining (4.12), (4.13), (4.14) and (4.15). And (4.11) follows from
(4.10) and Proposition 4.3. This completes the proof.

Remark. By using the arguments in [20] and the results obtained above, we have that, for the
two-scale finite element approximations

"
Up gg = UhHH + UHKH + UH HL— 2UH H H,

/N\}}{HH =M. HH T AHELH + AHHL— 2 \H H H,
there hold
Lo S H? (4.16)

[ pn — W g |
and
[Ahhon — S\}ﬁHH| < H! (4.17)

if some assumption is provided.

5. Numerical Experiments

We have presented and analyzed several two-scale finite element discretizations in Section
3 and Section 4. In this section, we shall report some numerical experiments that illustrate the
features of our approaches. The numerical experiments were carried out by SGI Origin 3800
in the State Key Laboratory of Scientific and Engineering Computing, Chinese Academy of
Sciences.
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We use five piecewise trilinear finite elements with the mesh sizes h x H x H, H x h x H,
H x H x h, Hx Hx H and h x h x h, respectively. In the first two examples, the two-scale
finite element approximation is defined by

P;}HHU =Py g ru+ Papau+ Pranuw— 2Py g Hu.
In all of our numerical experiments, we choose h = H?2.

Note that the finite element meshes involved in these two-scale discretizations are anisotropic
(but well-structured). For reasons of efficiency, in general, an appropriate multigrid solver
should be used although the implementation of the discretizations can be based on any “lack
box solver”. In our numerical experiments, however, it is enough to apply the conjugate gradient
method to produce pretty good results.

Example 1. Consider a linear problem of three-dimensional case:

.0 ,,0
3 g eigy) <m0 (13X 1D X (12) .

u =0, on 0N

with the exact solution u = (1 — 2)%(3 — ) siny(1 — y)(2 — y)e*(1 — 2)(2 — 2).

The numerical results, presented in Tables 1 and 2, support our theory (Theorem 3.1).
Because of the memory limit, we break our rule of doubling the number of unknowns in the last
two rows of the tables. The number of degrees of freedom for obtaining P j, pu in Example 1
is equal to, for instance, 2 x 256 x 256 x 256 = 33,554,432 ~ 3.4 x 107 when h = 1/256. It is
so large that it is difficult to carry out the computation. However, it is still relatively easy to
compute P;}y g.pW when h = /256 since the corresponding number of degrees of freedom is only
2 x 256 x 16 x 16 = 131,072 ~ 1.3 x 10°.

2/h>< 1/H>< l/H ”P}}LL[_HHU_Ph,h,hUHI ||u—Ph7h,hu||1
8x2x2 0.079664 0.231665
32x4x4 0.011148 0.057932
128 x8x8 0.001428 0.014483
162x9x9 0.001005 0.011443
200x10x10 0.000733 0.009269
convergence rate O(H?) O(h)

Table 1: Example 1: H!—estimates

2/h>< l/H X l/H ||PI}_L17H7HU_Ph7h)hU||Q ||u—Ph7h,hu||0
8x2x2 0.005878 0.010879
32x4x4 0.000375 0.000679
128 x8x8 0.000023 0.000042
162x9x9 0.000014 0.000026
200x10x10 0.000009 0.000017
convergence rate O(H%) O(h?)

Table 2: Example 1: L?—estimates

It is seen from Tables 1 and 2 that not only the two-scale finite element approximation
PIQL g, ;v has high accuracy but also the number of degrees of freedom for obtaining the two-

scale finite element approximation Pf; y yu is only of O(1/h x 1/H x 1/H) = O(h™?) while
that for the standard finite element solution Py j pu is of O(h=3) when h = H?. For instance,
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the approximate accuracy of the two-scale finite element approximation PH gl with 2 x 10%
degrees of freedom is asymptotically the same as that of the standard finite element solution
Py pu with 2 x 10° degrees of freedom. Hence PH7 ol is a much better approximate solution
in terms of computational cost. Moreover, the major computation can be carried out in parallel
and the computational time can be reduced further.

1/h>< 1/H>< l/H ”P}}LL[_HHU_Ph,h,hUHI ||u—Ph7h,hu||1
AX2x2 0.064850 0.116891
16x4x4 0.009881 0.029317
64x8x8 0.001246 0.007330
81x9x9 0.000874 0.005792
100x10x10 0.000636 0.004691
convergence rate O(H?) O(h)

Table 3: Example 2: H!—estimates

1/h>< l/H X l/H ||P1}LL[7H7HU_Ph,h,hU||O ||u—Ph7h,hu||0
4x2x2 0.005251 0.006504
16x4x4 0.000384 0.000404
64x8x8 0.000023 0.000025
81x9x9 0.000014 0.000016
100x10x10 0.000009 0.000010
convergence rate O(H%) O(h?)

Table 4: Example 2: L?—estimates

Example 2. Consider a problem with singular coefficient in three dimensions:

{ —Au — mu—i—xlxgmu =f, in Q=(0,1) x(0,1) x (0,1), (5.2)
v =0, on 90

with the exact solution u = 2zy2z(1 —z)(1 —y)(1 — 2)e* ¥+ It is shown by Tables 3 and 4 that

our two-scale finite element approximation P}}y g g of the three-dimensional singular problem

is an economic approximation, too. '

Example 3. Consider an eigenvalue problem in three-dimensions:

Zaxl Zaxl =X, in Q=(1,3) x (1,2) x (1,2), (5.3)
u =0, on 0.
The first eigenvalue is A = % + (% + ﬁ)wQ ~ 50.01212422 and the associated eigenfunction
is w = [T}, (2" Fsin( ), where By =3, By = 5 = 2.
Here the two-scale finite element approximations are constructed as

h h,H,H H,h,H H,H,h
Ug g =u 7w e

—2Up H.H
and
HHH - ( h h ) .
U g e YH H H

The numerical results obtained by Algorithm 4.1 are shown in Tables 5 and 6, which support
our theory (See Theorem 4.1), too.
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2/h x 1/H x 1/H | Tunnn =l g gl | v —unnnl:

8X2x2 1.498618 1.520100
32x4x4 0.373862 0.363271
128 x8x8 0.091613 0.090570
162x9x9 0.072297 0.071557
200x10x10 0.058508 0.057959

convergence rate O(H?) O(h)

Table 5: Example 3: estimates for the first eigenvector

2/h><1/H><1/H |)\h)h7h—)\};1)HH| |/\_/\h,h,h|
8x2x2 1.894330 3.363422
32x4x4 0.081407 0.203307
128 x8x8 0.003940 0.012432
162x9x9 0.002414 0.007662
200x10x10 0.001568 0.004935
convergence rate O(H?) O(h?)

Table 6: Example 3: estimates for the first eigenvalue

6. Some Further Remarks

In this paper, we have proposed and analyzed several two-scale finite element discretizations
for a class of elliptic boundary value and eigenvalue problems. The main philosophy behind
this paper is that to approximate multi-dimensional partial differential equations, we should
use a group of finite element discretizations of different mesh scales rather than one-scale finite
element discretization only. It is shown by both theory and numerics that the number of degrees
of freedom of the two-scale finite element approximations, which are some simple combinations
of the standard finite element solutions on different scale meshes, is much less than that of the
standard finite element solution. For instance, the number of degrees of freedom of the two-scale
finite element approximation in Q = (0,1)? is only of O(h™2) while that of the standard finite
element solution is of O(h~?) when the large scale H = O(h~'/2) is chosen, where h is the
small scale. However, it is proved in this paper that the corresponding two-scale finite element
approximation still processes the same approximate accuracy as that of the standard finite
element solution. Hence the two-scale finite element approximation is a much more economic
solution in terms of the computational cost.

It is noted that in some part of discussions above, an additional assumption that a;; = 0(7 #
J,i,7 = 1,2,3) is required. Indeed this assumption is unnecessary when the exact solution u
has higher regularity. As an illustration, let us introduce a new mixed Sobolev space:

Wyt (Q) = {w e HY(Q) : 93,07 (w) € L*(Q), @; # =z, i,j =1,2,3}
and two assumptions to the exact solution u and the coefficients of (3.1):

Assumption B: u € H} () N W), au € WH(Q), ai; € WE2(Q)(i # ), bi € L=(),
8p,b; € L®(Q), and ¢ € L®(Q) (4,5 = 1,2, 3).

Assumption C: u € HY(Q) N W3T5(Q), ay € W=(Q), ai; € WE2(Q)(i # j), bi € L=(Q),
9p,b; € L®(Q), and ¢ € L®(Q) (4,5 = 1,2, 3).

It is derived from Lemma 3 in [23] that if ¢ € L°°(Q), then

| | oI —In,, 0,0)( = Loh,,,0) w0, Or,v]

Q
. hayshao,

S By min (e ey ||wlyreallollie, Vo € 3720 (@)

~
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and if ¢, 05, ¢ (or Oy, @) € L™°(), then

haysheo,
|/Q¢(I— I,y 0,0)(I = To,h,y 0) W0y 0nyv] S 3 HGJwlypmeslvllie, Vo€ 857 ’(q).

Thus Assumption B implies
la((I = In,, 00)(I = lon,,.0)u,v)]

. hayshay,h
h$1h$2 mln(hINhIz)”u”WzK*“HU”LQ? Vv e SO e

(),

la((I = In,, 00)(I = Toh,,0) = Ioon,,)u,v)]
S min(h, g B hg Pagh,) min (e, by, byl s [oll0, Yo € S577" "5 (@),
and Assumption C leads to
la((I = In,, 00)(I = lon,,,0)uv)
Lo, Yo e Spriletes )

5 hilhiQH’u”WzN[‘s”U'
and
la((I = In,, .00)I = Io.n,,0)I = Loon,,)u,v)]

S min(h2, b2, h2, 02, b2 02 ) [ullyasllo]le, o€ S

xq Yoy g tegy Mgy

Pozhea ()
We then conclude that the condition a;; = 0(¢ # j,4,7 = 1,2,3) in Theorem 3.1 can be
removed when Assumption B, Assumption C is replaced by Assumption B and Assumption
C, respectively.

In the case of 2 = (0, 1), for instance, we may construct a two-scale finite element approx-
imation

P;ILHU = Ph,HU + PHJLU — PH7HU

to the boundary value problem, where Py, 5., u is the standard finite element solution in the

bilinear finite element space Sg =uhas (€2). For this new finite element approximation, we obtain
the following conclusions from Proposition 3, 4 and 5 in [23]:
(1) If Assumption A holds, then

1Pl gu — Populle S H2||u||W2c,3.

(2) If Assumption B holds, then

1Pl gu— Ponulog S H3||U||W20,3.

(3) If Assumption C holds, then

H|| Pl gu— Popullug + |1 Pl g — Popullon S Hlully,xca.

(We refer to [23] for the definitions of Assumption A, B and C and spaces W' *(Q) and W4 (Q)
when Q = (0,1)? for details.) We may also obtain similar efficient two-scale finite element
approximations for eigenvalue problems on (0,1)2.

We should finally mention that these two-scale approaches can be generalized to a class
of nonlinear elliptic boundary value problems. Based on the local two-scale methodologies as
presented in [26, 27, 28, 29, 33], a type of local and parallel two-scale algorithms may also be
devised. These topics will be addressed elsewhere. We should also point out that our two-
scale approach requires the regularities of both the exact solution and the finite element mesh.
Anyway, we believe that this is a powerful two-scale discretizing technique which can be used
for a variety of partial differential equations and integral equations.
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