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Abstract

Some essential estimates, especially the so–called extension theorems, are es-
tablished in this paper, for the nonconforming finite elements with their continuity
at the vertices or the edge midpoints of the elements of the quasi–uniform mesh.
As in the conforming discrete cases, these estimates play key roles in the theoret-
ical analysis of the nonoverlap domain decomposition methods for the solving of
second order self–adjoint elliptic problems discretized by the nonconforming finite
element methods.
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1. Introduction

For simplicity of the exposition, we consider the elliptic boundary value problem on
a bounded open polygonal domain Ω ⊂ <2

u ∈ H1(Ω) :

{
a(u, v) = (f, v), ∀ v ∈ H1

0 (Ω)

u = g, on ∂Ω
(1.1)

where

a(u, v) =
∫

Ω
∇u∇v, (f, v) =

∫

Ω
fv, f ∈ H−1(Ω), g ∈ H

1
2 (∂Ω).

It is well–known that (1.1) has a unique solution u ∈ H1(Ω) (cf.[7, 15, 16]).
Suppose that Ωh = {e} is a quasi–uniform mesh of Ω, i.e., Ωh satisfies

sup
e∈Ωh

inf
Br⊃e

r ≤ ch, inf
e∈Ωh

sup
Br⊂e

r ≥ Ch, (1.2)

where e, a triangle or a quadrilater, represents the typical element in Ωh, Br is a
region bounded by the circle of radius r, h = max

e∈Ωh

he is the mesh parameter and
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he = inf
Br⊃e

r. Here and later, c and C, with or without subscript, denote generic positive

constants independent of h. Let Vh be the finite element space on Ωh and πh be the
corresponding interpolation operator. Vh can be the space of Wilson elements[5], Carey
membrane elements[4] or Wilson–like elements[14], which are continuous at the vertices
of each e ∈ Ωh. Also, Vh can be the space of Crouzeix–Raviart elements[6] or quartic
rectangular elements[13], which are continuous at the edge midpoints of each e ∈ Ωh.
For briefness, the former is called the nonconforming elements of the first kind and the
latter is called the nonconforming elements of the second kind. Vh can be written in
the following general form

Vh = {v : v|e is a polynomial of finite order, v is continuous at the

vertices (edge midpoints) of e, ∀ e ∈ Ωh},
V 0

h = {v ∈ Vh : v(x) = 0, ∀ interpolation point x ∈ ∂Ω}.

Denote A(w, v) =
∑

e∈Ωh

∫

e
∇w∇v, |v|1,Ω,h =

√
A(v, v). Obviously, A(·, ·), | · |1,Ω,h are

the inner product of V 0
h and its induced norm respectively. The nonconforming finite

element discrete problem of (1.1) is

uh ∈ Vh :

{
A(uh, v) = (f, v), ∀ v ∈ V 0

h

uh(x) = g(x), ∀ interpolation point x ∈ ∂Ω
(1.3)

With the development of parallel computers, domain decomposition methods have
recently become an important focus in the field of computational mathematics. By
now, all kinds of domain decomposition algorithms have been developed to solve the
algebraic system of equations arising from the discretization of (1.1) via the conform-
ing finite element methods. It is noted that several fundamental inequalities, especially
the so–called extension theorems play key roles in the theoretical analysis of those
nonoverlap domain decomposition algorithms (substructuring methods)[2,3,20]. There-
fore, when considering the nonconforming finite element discrete problem (1.3), we
should establish those inequalities in Vh correspondingly. For this purpose, the con-
forming interpolation operator Ih is introduced to act as a bridge between Vh and the
piecewise linear continuous finite element space where many inequalities have already
been constructed[2,5,18]. Since the regularity of the solution u of (1.1) depends on the
domain Ω (cf.[7, 15, 16]), we investigate advanced error estimations of the nonconform-
ing approximate solution uh of (1.1) under weaker assumption on the regularity. In this
way, we eventually establish a series of essential estimates in Vh, some of which are the
extension theorems[8,10], the Poincaré inequalities and the maximum norm estimate.

The remainder of this paper is organized as follows: Sect.2 gives advanced error
estimations of (1.3). Sect.3 introduces the conforming interpolation operator Ih and
analyses its properties. Sect.4 describes and proves some essential estimates in Vh to
conclude the paper.

For the length of the present paper, we omit here their applications to the theoretical
analysis of nonoverlap domain decomposition methods for the solving of (1.3), which
can be referred to [8, 9, 11, 12].
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2. Advanced Error Estimations

Theorem 2.1. Let u, uh be the solutions of (1.1) and (1.3) respectively. Then

|u− uh|1,Ω,h ≤ c

{
inf

v∈V ∗
h

|u− v|1,Ω,h + sup
w∈V 0

h
\{0}

|E(u,w)|
|w|1,Ω,h

}
, (2.1)

where

E(u,w)
4
= A(u,w)− (f, w) =

∑

e∈Ωh

∫

∂e

∂u

∂n
w, (2.2)

V ∗
h = {v ∈ Vh : v(x) = u(x), ∀ interpolation point x ∈ ∂Ω},

n = (ν1, ν2)T represents the unit outward normal vector of e.
Theorem 2.1 is in fact the variant of the second Strang lemma[5] in the nonhomo-

geneous boundary value case. Its proof is trivial, so we omit it here.
Let Le be the linear (bilinear) interpolation operator on e with the vertices of e as

its interpolation points. For any measurable set z, we define the mean value operator
Mz : L2(z) → < by

∀ v ∈ L2(z), Mzv ∈ <, Mzv =
1

meas(z)

∫

z
v.

Let ê be the reference element, which is a square or an isosceles right triangle with O(1)
as its area. If there exists an invertible affine mapping

x = Fê(x̂) = Bx̂ + b : ê → e (2.3)

such that e = Fê(ê), then we say that e is affine equivalent to ê. Here, B ∈ <2×2

is nonsingular. For any function v defined on e, let v̂ be the corresponding function
defined on ê such that v̂(x̂) = (v · Fê)(x̂), ∀ x̂ ∈ ê.

Lemma 2.2. Let u ∈ H1+ε(Ω) be the solution of (1.1) (ε > 0). Then
1) For the first kind nonconforming element space Vh, ∀ w ∈ V 0

h , we have

E(u,w) ≤ c
{ ∑

e∈Ωh

2∑

i=1

∫

∂e

∣∣∣ ∂u

∂xi
−Me

( ∂u

∂xi

)∣∣∣
2}1

2
( ∑

e∈Ωh

∫

∂e
|w − Lew|2

)1
2 ; (2.4)

2) For the second kind nonconforming element space Vh, ∀ w ∈ V 0
h , we have

E(u,w) ≤ c
{ ∑

e∈Ωh

2∑

i=1

∫

∂e

∣∣∣ ∂u

∂xi
−Me

( ∂u

∂xi

)∣∣∣
2}1

2
( ∑

e∈Ωh

∫

∂e
|w −Mew|2

)1
2 . (2.5)

Proof. Let’s prove (2.4) first. ∀ w ∈ V 0
h , Lew is a linear (bilinear) function on

e, and for each e ∈ Ωh, we have Lew, which results in a piecewise linear (bilinear)
function on Ωh, denoted Lew still. Obviously, Lew ∈ H1(Ω), thus E(u, Lew) = 0,
E(u,w) = E(u,w − Lew).
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On the other hand, one–by–one analysis shows that
∫

∂e
νi(w − Lew) = 0, i = 1, 2. (2.6)

Furthermore, we get (2.4) by the Schwarz inequality.
Now, let’s take the Carey membrane elements as an example to prove (2.6). Let

(xi, yi), i = 1, 2, 3 be the vertices of the triangle element e. Fi denotes the opposite
edge of (xi, yi) whose length is li. Let λi be the corresponding area coordinate. The
unit outward normal vector n = (ν1, ν2)T of e is

ν1 =
yi+2 − yi+1

li
, ν2 = −xi+2 − xi+1

li
, on Fi, i = 1, 2, 3, (2.7)

where x4 = x1, y4 = y1, x5 = x2, y5 = y2 for notational convenience. Obviously, in
order to see (2.6) is right for the Carey elements, it suffices to show

∫

∂e
νi(λ1λ2 + λ2λ3 + λ3λ1) = 0, i = 1, 2. (2.8)

Note that, from (2.7), it is easy to obtain

3∑

i=1

∫

Fi

ν1(λ1λ2 + λ2λ3 + λ3λ1) =
3∑

i=1

∫

Fi

ν1λi+1λi+2

=
3∑

i=1

yi+2 − yi+1

li

∫ li

0

s

li

li − s

li
ds =

3∑

i=1

1
6
(yi+2 − yi+1) = 0.

Thus, (2.8) is true for i = 1. Similarly, (2.8) is true for i = 2.
By now, we get (2.4).
Next, we prove (2.5). For the Crouzeix–Raviart elements, let F be the edge of the

triangle element e ∈ Ωh . Obviously,
∫

F
νiw = 0, i = 1, 2, ∀ F ⊂ ∂Ω; if F is the

common edge of e1, e2, then it follows from the linearity of w on F and the continuity

of w at the midpoint of F that
∫

F
νiwF = 0, i = 1, 2. Here, wF is the jump of w on F .

Therefore, we have

E(u,w) =
∑

e∈Ωh

∫

∂e

∂u

∂n
w =

∑

e∈Ωh

∑

F⊂∂e

∫

F

∂u

∂n
w =

∑

e∈Ωh

∑

F⊂∂e

∫

F

[∂u

∂n
−MF

(∂u

∂n

)]
w

=
∑

e∈Ωh

∑

F⊂∂e

∫

F

[∂u

∂n
−MF

(∂u

∂n

)]
(w −MF w)

≤
∑

e∈Ωh

{ ∑

F⊂∂e

∫

F

∣∣∣∂u

∂n
−MF

(∂u

∂n

)∣∣∣
2}1

2
( ∑

F⊂∂e

∫

F
|w −MF w|2

)1
2

≤
∑

e∈Ωh

{ ∑

F⊂∂e

2∑

i=1

∫

F

∣∣∣ ∂u

∂xi
−Me

( ∂u

∂xi

)∣∣∣
2}1

2
( ∑

F⊂∂e

∫

F
|w −Mew|2

)1
2 ,

which implies that (2.5) holds.
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For the quartic rectangular elements, let Fi, i = 1, 2, 3, 4, be the four edges of e ∈ Ωh

and ai be their corresponding midpoints. li is the length of Fi. a5 denotes the centroid
of e. There exists an invertible affine mapping x = Fê(x̂) : ê → e, ê is the reference
element as shown in Fig.2.1.

Fig. 2.1

It is easy to see that

E(u,w) =
∑

e∈Ωh

∫

∂e

∂u

∂n
w =

∑

e∈Ωh

4∑

i=1

∫

Fi

∂u

∂n
w =

∑

e∈Ωh

4∑

i=1

∫

Fi

∂u

∂n

(
w − w(ai)

)
. (2.9)

By the affine mapping x = Fê(x̂) : ê → e, we obtain that
∫

Fi

νj

(
w − w(ai)

)
=

li
2

∫

F̂i

νj

(
ŵ − ŵ(âi)

)
, j = 1, 2. (2.10)

It follows from Fig.2.1 and [13] that
∫

F̂2

ν1

(
ŵ − ŵ(â2)

)
= 0,

∫

F̂4

ν1

(
ŵ − ŵ(â4)

)
= 0,

ŵ − ŵ(â1) =
ŵ(â2)− ŵ(â4)

2
x̂2 +

ŵ(â2) + ŵ(â4)− 2ŵ(â5)
2

φ(x̂2), on F̂1,

where φ(t) = 1
2(5t4 − 3t2). Since

∫ 1

−1
x̂2dx̂2 = 0,

∫ 1

−1
φ(x̂2)dx̂2 = 0, we have

∫

F̂1

ν1

(
ŵ−

ŵ(â1)
)

= 0. In the same manner, it is easy to get
∫

F̂3

ν1

(
ŵ − ŵ(â3)

)
= 0. Therefore,

by (2.10), we obtain that
4∑

i=1

∫

Fi

ν1

(
w − w(ai)

)
= 0.

Similarly,
4∑

i=1

∫

Fi

ν2

(
w − w(ai)

)
= 0 can be established.

Furthermore, it follows from (2.9) and the Schwarz inequality that

E(u,w) =
∑

e∈Ωh

4∑

i=1

∫

Fi

[ 2∑

j=1

νj

( ∂u

∂xj
−Me

( ∂u

∂xj

))](
w − w(ai)

)
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≤
∑

e∈Ωh

( 4∑

i=1

2∑

j=1

∫

Fi

∣∣∣ ∂u

∂xj
−Me

( ∂u

∂xj

)∣∣∣
2)1

2
( 4∑

i=1

∫

Fi

|w − w(ai)|2
)1

2

≤
∑

e∈Ωh

( 4∑

i=1

2∑

j=1

∫

Fi

∣∣∣ ∂u

∂xj
−Me

( ∂u

∂xj

)∣∣∣
2)1

2
( 4∑

i=1

∫

Fi

|w −Mew|2
)1

2 ,

from which (2.5) follows. Hence the proof of the lemma is complete. 2

Lemma 2.3. For ε ∈ (0, 1), we have

‖Mew‖0,e ≤ ‖w‖0,e, ∀ w ∈ L2(e) (2.11)

‖w −Mew‖0,e ≤ chε
e‖w‖ε,e, ∀ w ∈ Hε(e) (2.12)

Proof. By the Schwarz inequality, it is easy to get (2.11). We next prove (2.12).
Note that Mec = c, ∀ c ∈ <, thus the error estimate of the finite element interpolation[5]

yields
‖w −Mew‖0,e ≤ che|w|1,e ≤ che‖w‖1,e, ∀ w ∈ H1(e)

It follows from (2.11) that ‖w −Mew‖0,e ≤ c‖w‖0,e, ∀ w ∈ L2(e). Therefore, I −Me :
L2(e) → L2(e) and I −Me : H1(e) → L2(e) are bounded linear operators. Since Hε(e)
is the interpolation space between L2(e) and H1(e), (2.12) can be established by the
interpolation theorem of Sobolev spaces[1,15]. 2

Lemma 2.4. If e is affine equivalent to the reference element ê
(
1 > ε ≥ 1

2

)
, then

∫

∂e
w2 ≤ c{h−1

e ‖w‖2
0,e + h2ε−1

e |w|2ε,e}, ∀ w ∈ Hε(e)

where |w|2ε,e
4
=

∫

e

∫

e

|w(x)− w(y)|2
|x− y|2+2ε

dxdy.

Proof. In the reference element ê, the trace theorem[1,15] yields
∫

∂ê
(ŵ)2 ≤ c‖ŵ‖2

ε,ê ≤ c{‖ŵ‖2
0,ê + |ŵ|2ε,ê}.

It follows from the affine equivalence of e and ê that

‖ŵ‖2
0,ê ≤ ch−2

e ‖w‖2
0,e, |ŵ|2ε,ê ≤ ch2ε−2

e |w|2ε,e,
∫

∂ê
(ŵ)2 ≥ ch−1

e

∫

∂e
w2.

With above inequalities, we see that Lemma 2.4 holds. 2

Lemma 2.5. Let u ∈ H1+ε(Ω) be the solution of (1.1)
(
1 > ε ≥ 1

2

)
. We have

E(u,w) ≤ chε‖u‖H1+ε(Ω)|w|1,Ω,h, ∀ w ∈ V 0
h

Proof. (2.12) gives

∥∥∥ ∂u

∂xi
−Me

( ∂u

∂xi

)
‖0,e ≤ chε

e

∥∥∥ ∂u

∂xi

∥∥∥
ε,e
≤ chε

e‖u‖1+ε,e,
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∣∣∣ ∂u

∂xi
−Me

( ∂u

∂xi

)∣∣∣
ε,e

=
∣∣∣ ∂u

∂xi

∣∣∣
ε,e
≤ ‖u‖1+ε,e.

Combining them with Lemma 2.4, we obtain

∑

e∈Ωh

2∑

i=1

∫

∂e

∣∣∣ ∂u

∂xi
−Me

( ∂u

∂xi

)∣∣∣
2

≤c
∑

e∈Ωh

2∑

i=1

{
h−1

e

∥∥∥ ∂u

∂xi
−Me

( ∂u

∂xi

)∥∥∥
2

0,e
+ h2ε−1

e

∣∣∣ ∂u

∂xi
−Me

( ∂u

∂xi

)∣∣∣
2

ε,e

}

≤c
∑

e∈Ωh

2∑

i=1

{
h−1

e h2ε
e ‖u‖2

1+ε,e + h2ε−1
e ‖u‖2

1+ε,e

}
≤ ch2ε−1‖u‖2

H1+ε(Ω).

(2.13)

On the other hand, It follows from the interpolation error estimates and the inverse
inequalities[5] that

‖w − Lew‖0,e ≤ ch2
e|w|2,e ≤ che|w|1,e, ‖w −Mew‖0,e ≤ che|w|1,e,

|w − Lew|1,e ≤ che|w|2,e ≤ c|w|1,e, |w −Mew|1,e ≤ c|w|1,e.

Furthermore, Lemma 2.4 indicates

∑

e∈Ωh

∫

∂e
|w − Lew|2 ≤ c

∑

e∈Ωh

{h−1
e ‖w − Lew‖2

0,e + he|w − Lew|21,e}

≤ c
∑

e∈Ωh

he|w|21,e ≤ ch|w|21,Ω,h. (2.14)

Similarly, we have ∑

e∈Ωh

∫

∂e
|w −Mew|2 ≤ ch|w|21,Ω,h. (2.15)

Lemma 2.5 follows from (2.4), (2.5), (2.13), (2.14) and (2.15). 2

Lemma 2.6. Suppose that π̂ : H1(ê) → L2(ê) is the linear operator on the reference
element ê, which satisfies that there exists a positive constant c1 = c1(π̂), such that

‖π̂v̂‖0,ê ≤ c1‖v̂‖1,ê, ∀ v̂ ∈ H1(ê) (2.16)

π̂ĉ = ĉ, ∀ ĉ ∈ <. (2.17)

Suppose that the element e is affine equivalent to ê and πe is a linear mapping on e

defined by
π̂ev = π̂v̂, ∀ v ∈ H1(e) (2.18)

Then there exists a positive constant c2 = c2(π̂, ê), such that

‖v − πev‖0,e ≤ c2he|v|1,e, ∀ v ∈ H1(e)

Proof. ∀ ĉ ∈ <, (2.16) and (2.17) yield

‖v̂ − π̂v̂‖0,ê = ‖(v̂ + ĉ)− π̂(v̂ + ĉ)‖0,ê ≤ (1 + c1)‖v̂ + ĉ‖1,ê, ∀ v̂ ∈ H1(ê)
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Furthermore, it follows from Theorem 3.1.1[5] that

‖v̂ − π̂v̂‖0,ê ≤ (1 + c1) inf
ĉ∈<

‖v̂ + ĉ‖1,ê ≤ c3|v̂|1,ê, ∀ v̂ ∈ H1(ê)

On the other hand, (2.18) implies v̂ − π̂v̂ = v̂ − π̂ev, hence Theorem 3.1.2[5] gives

‖v − πev‖0,e ≤ c|det B|12 ‖v̂ − π̂v̂‖0,ê, |v̂|1,ê ≤ c‖B‖|det B|−1
2 |v|1,e,

where det B is the determinant of matrix B in the affine equivalence of e and ê. ‖B‖
represents the Euclidean norm of B in <2. It follows from Theorem 3.1.3[5] that ‖B‖ ≤
he/ρ̂, where ρ̂

4
= sup

Br⊂ê
r. Obviously, ρ̂ = O(1).

With the above facts in mind, we end the proof of Lemma 2.6. 2

Remark 2.1. By the imbedding theorem[1], the Schwarz inequality and the trace
theorem, it is easy to see that (2.16) is true for finite element interpolation operators.

Let P (e) be the polynomial space on e of finite order. Define the L2 projection
operator Qe : L2(e) → P (e) as follows

(Qev, w)L2(e) = (v, w)L2(e), ∀ w ∈ P (e) (2.19)

Lemma 2.7. If the element e is affine equivalent to the reference element ê, then
we have

|Qev|1,e ≤ c|v|1,e, ∀ v ∈ H1(e) (2.20)

‖v −Qev‖0,e ≤ che|v|1,e, ∀ v ∈ H1(e) (2.21)

Proof. Analogously to (2.19), we can define the L2 projection operator on ê, which
is denoted by Qê. It is easy to see that

Q̂ev = Qêv̂,

which implies that (2.20) is equivalent to

|Qêv̂|1,ê ≤ c|v̂|1,ê, ∀ v̂ ∈ H1(ê) (2.22)

It follows from the definition of Qê and the Schwarz inequality that

‖Qêv̂‖0,ê ≤ ‖v̂‖0,ê. (2.23)

Note that the norms of the finite dimensional space P (ê) are equivalent, thus we obtain

|Qêv̂|1,ê ≤ c‖Qêv̂‖0,ê ≤ c‖v̂‖0,ê ≤ c‖v̂‖1,ê,

|Qêv̂|1,ê = |Qê(v̂ + ĉ)|1,ê ≤ c‖v̂ + ĉ‖1,ê, ∀ ĉ ∈ <

Furthermore, Theorem 3.1.1[5] yields

|Qêv̂|1,ê ≤ c inf
ĉ∈<

‖v̂ + ĉ‖1,ê ≤ c|v̂|1,ê,
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which is (2.22). Therefore, (2.20) holds.
(2.23) implies that

‖v̂ −Qêv̂‖0,ê ≤ 2‖v̂‖0,ê ≤ 2‖v̂‖1,ê,

‖v̂ −Qêv̂‖0,ê = ‖(v̂ + ĉ)−Qê(v̂ + ĉ)‖0,ê ≤ 2‖(v̂ + ĉ)‖1,ê, ∀ ĉ ∈ <

Applying Theorem 3.1.2[5], Theorem 3.1.3[5] and Theorem 3.1.1[5], we have

‖v −Qev‖0,e ≤ che‖v̂ −Qêv̂‖0,ê ≤ che inf
ĉ∈<

‖v̂ + ĉ‖1,ê ≤ che|v̂|1,ê ≤ che|v|1,e.

Hence, (2.21) is established. 2

Lemma 2.8. Let ê, π̂, e, πe be those in Lemma 2.6. 0 ≤ ε < 1. If πe satisfies

|v − πev|1,e ≤ chk
e‖v‖k+1,e, ∀ v ∈ Hk+1(e) (2.24)

for some integer k ≥ 1, then

|v − πev|1,e ≤ chε
e‖v‖ε+1,e, ∀ v ∈ Hε+1(e) (2.25)

Proof. It follows from the inverse inequality, Lemma 2.6 and Lemma 2.7 that

|v − πev|1,e ≤ |v −Qev|1,e + |Qev − πev|1,e ≤ c{|v|1,e + h−1
e ‖Qev − πev‖0,e}

≤ c{|v|1,e + h−1
e ‖Qev − v‖0,e + h−1

e ‖v − πev‖0,e} ≤ c|v|1,e.

Thus (2.25) is true for ε = 0. Furthermore, with (2.24) and the interpolation theorem
of Sobolev spaces[1,15], we know that (2.25) is true for ε > 0. 2

Theorem 2.9. Let u ∈ H1+ε(Ω) be the solution of (1.1)
(
ε ≥ 1

2

)
. If uh is the

solution of (1.3), then
|u− uh|1,Ω,h ≤ chε‖u‖H1+ε(Ω). (2.26)

Proof. Note that πh : H1+ε(Ω) → Vh is the finite element interpolation operator,
which satisfies (πhw)|e = πew, ∀ e ∈ Ωh, ∀ w ∈ H1+ε(Ω). Then πhu ∈ V ∗

h . Since (2.24)
is the finite element error estimate, by (2.25) we get

inf
v∈V ∗

h

|u− v|1,Ω,h ≤ |u− πhu|1,Ω,h ≤ chε‖u‖H1+ε(Ω).

Therefore (2.26) follows from Theorem 2.1 and Lemma 2.5. 2

3. The Conforming Interpolation Operator Ih

First of all, we construct another mesh Ω̃h of Ω based on Ωh as follows: for the
nonconforming elements of the first kind, if e is a quadrilateral, then e is divided
into two triangles by connecting the opposite vertices of e as shown in Fig.3.1; for
the nonconforming elements of the second kind, e is divided into several triangles by
connecting the interpolation points on e as shown in Fig.3.2 and Fig.3.3. Denote
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Ω̃h = {ẽ} where ẽ ⊂ e ∈ Ωh is a triangle. Let Sh(Ω) be the piecewise linear continuous
finite element space on Ω̃h.

Fig. 3.1 Fig. 3.2 Fig. 3.3

The conforming interpolation operator Ih : Vh → Sh(Ω) is defined as follows

∀ v ∈ Vh, Ihv ∈ Sh(Ω), such that

1) for the nonconforming elements of the first kind,

(Ihv)(b) = v(b), ∀ vertex b of e, ∀ e ∈ Ωh

2) for the nonconforming elements of the second kind,

(Ihv)(x) =





v(a), ∀ interpolation point x = a ∈ Ω
1
2
(v(a1) + v(a2)), ∀ vertex x of e ∈ Ωh,

x is not the corner point of Ω

0, ∀ corner point x of Ω,

a1, a2 ∈ ∂Ω, v(a1) · v(a2) = 0

v(a1), ∀ corner point x of Ω,

a1, a2 ∈ ∂Ω, v(a1) · v(a2) 6= 0

Here, a1, a2 represent the midpoints of any two edges of the elements with x as their
common endpoint. Generally, if possible, we select a1, a2 such that a1, x, a2 are in a
line. But, when x ∈ ∂Ω is the vertex of some element e, we select a1, a2 ∈ ∂Ω. Although
there might be different way to select a1, a2, we always have

Theorem 3.1. If the conforming interpolation operator Ih on Vh is defined as
above, then

‖v − Ihv‖L2(Ω) ≤ ch|v|1,Ω,h, ∀ v ∈ Vh (3.1)

|v − Ihv|1,Ω,h ≤ c|v|1,Ω,h, ∀ v ∈ Vh (3.2)

max
e∈Ωh

‖v − Ihv‖L∞(e) ≤ c|v|1,Ω,h, ∀ v ∈ Vh (3.3)

Proof. ∀ v ∈ Vh, if (3.1) is true, then the inverse inequalities yield

|v − Ihv|21,Ω,h =
∑

e∈Ωh

|v − Ihv|21,e ≤
∑

e∈Ωh

ch−2|v − Ihv|20,e
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≤ ch−2‖v − Ihv‖2
L2(Ω) ≤ c|v|21,Ω,h,

max
e∈Ωh

‖v − Ihv‖L∞(e) ≤ ‖v − Ihv‖L∞(e0) ≤ ch−1‖v − Ihv‖0,e0 ≤ c|v|1,Ω,h.

Here, e0 ∈ Ωh. Thus, (3.1) implies (3.2) and (3.3). Therefore, it suffices to show (3.1).
For the nonconforming elements of the first kind, Ih is the (piecewise) linear inter-

polation operator on e. It follows from the interpolation error estimate and the inverse
inequality that

‖v − Ihv‖2
L2(Ω) =

∑

e∈Ωh

‖v − Ihv‖2
0,e ≤

∑

e∈Ωh

ch4|v|22,e ≤
∑

e∈Ωh

ch2|v|21,e ≤ ch2|v|21,Ω,h,

hence, (3.1) is established in this case.
For the nonconforming elements of the second kind, construct a function ṽ on Ω,

such that ṽ|e is the unique piecewise linear continuous function determined by v|e and
ṽ|e is linear on ẽ ⊂ e, ∀ e ∈ Ωh. Refer to Fig.3.2 and Fig.3.3. Obviously, Ihv = Ihṽ, on
Ω. The interpolation error estimates and the inverse inequalities yield

‖v − ṽ‖2
0,e =

∑

ẽ⊂e

‖v − ṽ‖2
0,ẽ ≤

∑

ẽ⊂e

ch4|v|22,ẽ = ch4|v|22,e ≤ ch2|v|21,e,

|v − ṽ|21,e =
∑

ẽ⊂e

|v − ṽ|21,ẽ ≤
∑

ẽ⊂e

ch2|v|22,ẽ ≤ c|v|21,e,

‖v − ṽ‖L2(Ω) ≤ ch|v|1,Ω,h, (3.4)

|v − ṽ|1,Ω,h ≤ c|v|1,Ω,h,

|ṽ|1,Ω,h ≤ c|v|1,Ω,h. (3.5)

If we can show that
‖ṽ − Ihṽ‖L2(Ω) ≤ ch|ṽ|1,Ω,h, (3.6)

then it follows from Ihv = Ihṽ, on Ω, (3.4) and (3.5) that

‖v − Ihv‖L2(Ω) ≤ ‖v − ṽ‖L2(Ω) + ‖ṽ − Ihv‖L2(Ω) = ‖v − ṽ‖L2(Ω) + ‖ṽ − Ihṽ‖L2(Ω)

≤ ch|v|1,Ω,h + ch|ṽ|1,Ω,h ≤ ch|v|1,Ω,h,

which is (3.1). Hence, what is left is to prove (3.6).
For the quartic rectangular elements, Ihṽ = ṽ, on ẽi, i = 5, 6, 7, 8. Refer to Fig.3.4.

Therefore, ‖ṽ − Ihṽ‖2
0,e =

4∑

i=1

‖ṽ − Ihṽ‖2
0,ẽi

.

On the other hand, on e, it is easy to see that

ṽ(b1) = v(b1) = v(a1) + v(a4)− v(a5) = ṽ(a1) + ṽ(a4)− ṽ(a5).

If b1 is not the corner point of Ω, without loss of generality, we assume that (Ihṽ)(b1) =
1
2(ṽ(a1) + ṽ(a6)). Then

‖ṽ − Ihṽ‖2
0,ẽ1

≤ ch|ṽ(b1)− (Ihṽ)(b1)|



74 J. GU AND X. HU

≤ ch|ṽ(a1) + ṽ(a4)− ṽ(a5)− 1
2
(ṽ(a1) + ṽ(a6))|

≤ ch{|ṽ(a1)− ṽ(a5)|+ |ṽ(a4)− ṽ(a1)|+ |ṽ(a4)− ṽ(a6)|}
≤ ch{|ṽ|1,ẽ5 + |ṽ|1,ẽ9 .}

If b1 is the corner point of Ω and (Ihṽ)(b1) = ṽ(a1), then

‖ṽ − Ihṽ‖0,ẽ1 ≤ ch|ṽ(b1)− (Ihṽ)(b1)| ≤ ch|ṽ(a4)− ṽ(a5)| ≤ ch|ṽ|1,ẽ5 .

By now, we obtain that

‖ṽ − Ihṽ‖0,e ≤ ch{|ṽ|1,e + |ṽ|1,ë},

where ë is the union of the elements adjacent to e. Furthermore, summing up with
e ∈ Ωh, we get (3.6).

Fig. 3.4 Fig. 3.5

For the Crouzeix–Raviart elements, ∀ e ∈ Ωh, ṽ − Ihṽ = 0, on ẽ0. Refer to Fig.3.5.
It suffices to consider ‖ṽ − Ihṽ‖0,ẽ1 . Here, ẽ0, ẽ1 ⊂ e. In e, it is easy to see that

ṽ(a1) = (Ihṽ)(a1), ṽ(a2) = (Ihṽ)(a2),

ṽ(b) = v(b) = v(a1) + v(a2)− v(a0) = ṽ(a1) + ṽ(a2)− ṽ(a0).

Without loss of generality, assume that (Ihṽ)(b) =
1
2
(ṽ(ai)+ ṽ(aj)), where ai, aj (i ≤ j)

are the midpoints of any two edges of the elements with b as their endpoint. It follows
from the quasi-uniformness of Ωh that there exists a positive integer J , independent of
h, such that j ≤ J . An elementary calculation yields

‖ṽ − Ihṽ‖0,ẽ1 ≤ ch|ṽ(b)− (Ihṽ)(b)|
≤ ch

∣∣∣ṽ(a1) + ṽ(a2)− ṽ(a0)− 1
2
(ṽ(ai) + ṽ(aj))

∣∣∣
≤ ch{|ṽ(a2)− ṽ(a0)|+ |ṽ(a1)− ṽ(ai)|+ |ṽ(a1)− ṽ(aj)|}.
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On the other hand, we have h|ṽ(a2)− ṽ(a0)| ≤ c|ṽ|1,ẽ0 ,

h|ṽ(a1)− ṽ(ai)| ≤ h
i−1∑

k=1

|ṽ(ak)− ṽ(ak+1)| ≤ c
i−1∑

k=1

|ṽ|1,ẽk
,

h|ṽ(a1)− ṽ(aj)| ≤ c
j−1∑

k=1

|ṽ|1,ẽk
.

Hence

‖ṽ − Ihṽ‖0,ẽ1 ≤ c
{
|ṽ|1,ẽ0 +

j−1∑

k=1

|ṽ|1,ẽk

}
.

Summing up with ẽ1 ⊂ e, e ∈ Ωh leads to (3.6). By now, the proof of Theorem 3.1 is
finished. 2

4. The Fundamental Inequalities

In this section, d = diam Ω represents the diameter of Ω.
Theorem 4.1. (Poincaré inequalities in the nonconforming space Vh )

1) ‖v‖2
L2(Ω) ≤ c

(
d2|v|21,Ω,h + d−2|

∫

Ω
v|2

)
, ∀ v ∈ Vh

2) d−2‖v‖2
L2(Ω) ≤ c|v|21,Ω,h, ∀ v ∈ V 0

h

3) If v ∈ Vh satisfies v(x) = 0, ∀ interpolation point x ∈ Γ, where Γ ⊂ ∂Ω has
at least two interpolation points, then

d−2‖v‖2
L2(Ω) ≤ c|v|21,Ω,h.

Proof. ∀ v ∈ Vh, Ihv ∈ Sh(Ω) ⊂ H1(Ω). It follows from the Poincaré inequality in
H1(Ω) that

‖Ihv‖2
L2(Ω) ≤ c

(
d2|Ihv|2H1(Ω) + d−2

∣∣∣
∫

Ω
Ihv

∣∣∣
2)

≤ c
{
d2|Ihv|2H1(Ω) + d−2

∣∣∣
∫

Ω
v|2 + d−2

∣∣∣
∫

Ω
(v − Ihv)

∣∣∣
2}

≤ c
{
d2|v|21,Ω,h + d2|v − Ihv|21,Ω,h + d−2

∣∣∣
∫

Ω
v
∣∣∣
2
+ d−2

( ∫

Ω
12

)
‖v − Ihv‖2

L2(Ω)

}
.

Furthermore, by the triangle inequality and Theorem 3.1 , we obtain

‖v‖2
L2(Ω) ≤ 2{‖v − Ihv‖2

L2(Ω) + ‖Ihv‖2
L2(Ω)}

≤ c
{
d2|v|21,Ω,h + d−2

∣∣∣
∫

Ω
v|2 + h2|v|21,Ω,h

}
.

Hence, 1) is right.
In the same manner, 2) and 3) can be proved. 2

Theorem 4.2. (Maximum norm estimate in the nonconforming space Vh)

max
e∈Ωh

‖v‖2
L∞(e) ≤ c

{
d−2‖v‖2

L2(Ω) +
(
1 + ln

d

h

)
|v|21,Ω,h

}
, ∀ v ∈ Vh
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Proof. ∀ v ∈ Vh, Ihv ∈ Sh(Ω) ⊂ H1(Ω). It follows from Lemma 3.3[2] and Theorem
3.1 that

‖Ihv‖2
L∞(Ω) ≤ c

{
d−2‖Ihv‖2

L2(Ω) +
(

ln
d

h

)
|Ihv|2H1(Ω)

}

≤ c
{
d−2‖v‖2

L2(Ω) + d−2‖v − Ihv‖2
L2(Ω)

+
(

ln
d

h

)
|v|21,Ω,h +

(
ln

d

h

)
|v − Ihv|21,Ω,h

}

≤ c
{
d−2‖v‖2

L2(Ω) +
(

ln
d

h

)
|v|21,Ω,h

}
,

max
e∈Ωh

‖v‖2
L∞(e) ≤ 2

(
max
e∈Ωh

‖v − Ihv‖2
L∞(e) + ‖Ihv‖2

L∞(Ω)

)

≤ c
{
d−2‖v‖2

L2(Ω) +
(
1 + ln

d

h

)
|v|21,Ω,h

}
.

By now, the theorem is proved. 2

Theorem 4.3. (Extension theorem) Let Γ ⊂ ∂Ω be an open boundary. {ξj}m
1

(m ≥ 2) denotes the set of the interpolation points on Γ (ordered in some way). Give
λ = (λ1, λ2, · · · , λm)T ∈ <m. If wh ∈ Vh satisfies





A(wh, v) = 0, ∀ v ∈ V 0
h

wh(ξj) = λj , j = 1, 2, · · · ,m
wh(x) = 0, ∀ interpolation point x ∈ ∂Ω\Γ

(4.1)

then
c‖λh‖2

H

1
2
00(Γ)

≤ A(wh, wh) ≤ C‖λh‖2

H

1
2
00(Γ)

, (4.2)

where λh denotes the piecewise linear continuous function on Γ which satisfies

λh(ξj) = λj , j = 1, 2, · · · ,m, λh(ν) = 0, ∀ endpoint ν of Γ.

Proof. Construct the harmonic function w ∈ H1(Ω), which satisfies





a(w, v) = 0, ∀ v ∈ H1
0 (Ω)

w = λh, on Γ

w = 0, on ∂Ω\Γ
(4.3)

It follows from the priori estimate of the elliptic problems[7,15,16] that even if Ω is

concave, there exists ε ≥ 1
2
, such that w ∈ Hε+1(Ω). In addition, we note that wh is

the nonconforming finite element approximation of w.
Theorem 2.9 indicates that

A(wh, wh) ≤ 2{A(w, w) + A(w − wh, w − wh)} ≤ c{a(w, w) + |w − wh|21,Ω,h}
≤ c{‖w‖2

H1(Ω) + h2ε‖w‖2
Hε+1(Ω)}.
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Furthermore, with the priori estimate of the elliptic problems and the fractional order
inverse inequality implied by the interpolation theorem of Sobolev spaces, we have

A(wh, wh) ≤ c{‖w‖2

H
1
2 (∂Ω)

+ h2ε‖w‖2

H
ε+

1
2 (∂Ω)

}

≤ c‖w‖2

H
1
2 (∂Ω)

≤ c‖w‖2

H

1
2
00(Γ)

= c‖λh‖2

H

1
2
00(Γ)

. (4.4)

In the above last inequality, we have applied the fact that ‖w‖
H

1
2 (∂Ω)

is equivalent to

‖w‖
H

1
2
00(Γ)

for w = 0 on ∂Ω\Γ (cf.[2]).

On the other hand, it follows from the construction of Ih that

Ihwh ∈ H1(Ω), Ihwh = 0, on ∂Ω\Γ, Ihwh = λh, on Γ.

With Theorem 3.1, the Poincaré inequality and the trace theorem, we obtain

A(wh, wh) ≥ c|wh|21,Ω,h ≥ c|Ihwh|2H1(Ω) ≥ c‖Ihwh‖2
H1(Ω)

≥ c‖Ihwh‖2

H
1
2 (∂Ω)

≥ c‖Ihwh‖2

H

1
2
00(Γ)

= c‖λh‖2

H

1
2
00(Γ)

,

Therefore, (4.2) follows from (4.4). 2

Lemma 4.4. Suppose that d À h and there exists a positive constant β, such
that sup

Br⊂Ω
r ≥ βd. Let ν1 be a corner point of Ω. v is the piecewise linear continuous

function on ∂Ω which satisfies

v(x) = 0, ∀ interpolation point x ∈ ∂Ω, v(ν) = 0, ∀ corner point ν of Ω, ν 6= ν1.

Then, there exists a positive constant c, independent of d, such that

‖v‖
H

1
2 (∂Ω)

≤ c|v(ν1)|. (4.5)

Proof. Without loss of generality, we assume that Ω is a triangle. Let Γ1,Γ2,Γ3 be
the three edges of Ω with ν1, ν2, ν3 as their opposite corner points. The definition of

the Sobolev space H
1
2 (∂Ω) is (cf.[15])

‖v‖2

H
1
2 (∂Ω)

4
=

1
meas(∂Ω)

∫

∂Ω
v2ds +

∫

∂Ω

∫

∂Ω

|v(x)− v(y)|2
|x− y|2 ds(x)ds(y)

=
1

meas(∂Ω)

∫

∂Ω
v2ds +

3∑

i,j=1

∫

Γi

∫

Γj

|v(x)− v(y)|2
|x− y|2 ds(x)ds(y).

Since d À h, sup
Br⊂Ω

r ≥ βd, a simple calculus calculation yields

1
meas(∂Ω)

∫

∂Ω
v2ds ≤ c|v(ν1)|2,
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∫

Γ1

∫

Γ1

= 0,

∫

Γ1

∫

Γ2

=
∫

Γ2

∫

Γ1

≤ c|v(ν1)|2,
∫

Γ2

∫

Γ2

≤ 2|v(ν1)|2,
∫

Γ2

∫

Γ3

=
∫

Γ3

∫

Γ2

< 2|v(ν1)|2,
∫

Γ3

∫

Γ3

≤ 2|v(ν1)|2,
∫

Γ3

∫

Γ1

=
∫

Γ1

∫

Γ3

≤ c|v(ν1)|2.

Here, we omit the integrands for conciseness and c is independent of d, h.
By now, (4.5) is established. 2

Lemma 4.5. Let Γh be the quasi-uniform mesh of the interval Γ = [0, L]. Suppose
that v(x) is the piecewise linear continuous function on Γh and v(0) = 0. Then, there
exists a constant c, independent of L, such that

∫

Γ

(v(x))2

x
dx ≤

(
1 + ln

L

h

)
‖v‖2

L∞(Γ). (4.6)

The proof of Lemma 4.5 is trivial, so we omit it here.
Theorem 4.6. (Extension theorem) Suppose that d À h and there exists a positive

constant β, such that sup
Br⊂Ω

r ≥ βd. Let {νk}J
1 be the set of the corner points of Ω.

Γij ⊂ ∂Ω denotes the edge of Ω with νi, νj as its endpoints. Suppose that Vh is the
nonconforming finite element space of the second kind. Then

‖vij‖2

H

1
2
00(Γij)

≤ c
(
1 + ln

d

h

){(
1 + ln

d

h

)
|v|21,Ω,h + (1 + d−2)‖v‖2

L2(Ω)

}
, ∀ v ∈ Vh

where vij is the piecewise linear continuous function on Γij which satisfies

vij(x) = v(x), ∀ interpolation point x ∈ Γij , vij(νi) = vij(νj) = 0,

and the positive constant c is independent of d.
Proof. Let vB be the piecewise linear continuous function on ∂Ω, such that vB = vij ,

on Γij , ∀ Γij ⊂ ∂Ω. Let vk, k = 1, 2, · · · , J be the piecewise linear continuous function
on ∂Ω, such that

vk(νk) =
(
Ihv

)
(νk), vk(νj) = 0, j = 1, 2, · · · , k − 1, k + 1, · · · , J,

vk(x) = 0, ∀ interpolatoin point x ∈ ∂Ω.

It is easy to see that Ihv = vB +
J∑

k=1

vk, on ∂Ω. It follows from the definition of the

Sobolev space H
1
2
00(Γij) that[2,15]

‖vij‖2

H

1
2
00(Γij)

≤ c
{
‖vB‖2

H
1
2 (∂Ω)

+
∫

Γij

( |vij(x)|2
|x− νi| +

|vij(x)|2
|x− νj |

)
ds(x)

}
. (4.7)
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With the trace theorem, Lemma 4.4, Lemma 3.3[2] and Theorem 3.1, we have

‖vB‖2

H
1
2 (∂Ω)

= ‖Ihv −
J∑

k=1

vk‖2

H
1
2 (∂Ω)

≤ c
{
‖Ihv‖2

H
1
2 (∂Ω)

+
J∑

k=1

‖vk‖2

H
1
2 (∂Ω)

}

≤ c
{
‖Ihv‖2

H1(Ω) +
J∑

k=1

|
(
Ihv

)
(νk)|2

}
≤ c{‖Ihv‖2

H1(Ω) + ‖Ihv‖2
L∞(Ω)

}

≤
{(

1 + ln
d

h

)
|Ihv|2H1(Ω) + (1 + d−2)‖Ihv‖2

L2(Ω)

}
,

≤
{(

1 + ln
d

h

)
|v|21,Ω,h + (1 + d−2)‖v‖2

L2(Ω)

}
. (4.8)

It follows from Lemma 4.5, Lemma 3.3[2] and Theorem 3.1 that

∫

Γij

( |vij(x)|2
|x− νi| +

|vij(x)|2
|x− νj |

)
ds(x) ≤ c

(
1 + ln

d

h

)
‖vij‖2

L∞(Γij)

≤ c
(
1 + ln

d

h

)
‖Ihv‖2

L∞(Ω)

≤ c
(
1 + ln

d

h

){(
ln

d

h

)
|Ihv|2H1(Ω) + d−2‖Ihv‖2

L2(Ω)

}

≤ c
(
1 + ln

d

h

){(
ln

d

h

)
|v|21,Ω,h + d−2‖v‖2

L2(Ω)

}
. (4.9)

(4.7), (4.8) and (4.9) indicate that Theorem 4.6 holds. 2

Remark 4.1. Although we deal with the Dirichlet form a(u, v) =
∫

Ω
∇u∇v in this

paper, all the above conclusions are true for the general form

a(u, v) =
∫

Ω

[ 2∑

i,j=1

aij(x)
∂u

∂xi

∂v

∂xj
+ a0(x)uv

]
,

where aij(x), a0(x) are bounded, piecewise smooth on Ω, a0(x) ≥ 0 and (aij) is a
symmetric, uniformly positive definite matrix on Ω.

Remark 4.2. Besides [4, 5, 14], the nonconforming finite element space of the first
kind may include other elements which are continuous at the vertices of the elements
of the mesh, if (2.6) is true.

Remark 4.3. Besides [6,13], the nonconforming finite element space of the second
kind may include other elements which are continuous at the midpoints, even the
Gaussian quadrature points, of the edges of the elements of the mesh, if (2.5) and (3.6)
are established.
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