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Abstract

In this paper, we propose a class of new NCP functions and discuss their prop-
erties. By these function, we transfer the complementarity problem into uncon-
strained optimization problem and study the corresponding optimization problem.
Numerical results are given.

1. Introduction

Since its introduction in mid-1960’s and early 1970’s, linear and nonlinear comple-
mentarity problems have been proven to be very useful both in optimization theories
and real applications, such as the economic computation and game theoretic equilibria
etc.

The standard nonlinear complementarity problem is to find a x € R™ such that:

F(x) >0, 2>0, 2T F(z) =0, (1.1)

where F': R™ — R™. For simplicity, we often call it NCP. Many authors have studied
this problem and various methods for it are given. One can find an excellent summary
for it in [1]. The methods mentioned in [1] are mainly based on some approximate
equations and then use methods for equations to solve (1.1).

Recently, some new results about (1.1) are reported . For example, the authors of [4]
consider (1.1) as unconstrained and constrained minimization. In [5], the authors pro-
pose a global Newton method for variational inequalities, which similar to the method
in [4] to some extents. Both [4] and [5] transfer (1.1) into unconstrained problem which
the objective function is differentiable everywhere. Kanzow!?'[3 have studied various
NCP functions and give some methods, which mainly depend on the Newton equation
and its local property, but some of these functions are not differentiable everywhere.
For more details, see [2],[3].

In the following section, we propose a NCP function and discuss its optimal prop-
erties. In section 3, we introduce a class of functions which have the properties of the
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function in section 2. Using these functions, we transfer (1.1) into an unconstrained
minimization problem, we prove that the solution of (1.1) is a global minimizer of
the optimization problem, the first order and second order optimal conditions at the
global minimizer are considered. Finally, numerical results of our method are given in
section 4.

2. A New NCP Function

First, we give a definition which is due to [2]:
Definition 2.1. A function ¢ : R*> — R is called NCP-function if it satisfies the
nonlinear complementarity condition

#(a, ) =0<=a>0,b>0, ab=0.

Many NCP functions have been introduced and studied by different authors. There
is a complete comparison for these functions in [2]. We rewrite these NCP functions as

follows:
I. ¢la,b) = —ab+ %min2{0, a+ b},
ITa. ¢(a,b) = —ab+min*{0,a} 4+ min®{0,d},
ITb.  ¢(a,b) (a—b)* —alal — bjb],
Illa. ¢(a,b) la —b| —a — b,
I11b. ¢(a,b) = max{0,a — b} —a,
IlIc. ¢(a,b) = min{a,b},
IV. ¢(a,b) = Va2+b2—a—b,
V. ¢(a,b) = 0O(la—0])—0(a) —0(b),

where 0(x) is a strictly increasing function with #(0) = 0.

It is easy to see that, except for IV, all NCP functions mentioned above mainly use
the difference between a and |a|, or |a — b| and a,b. In fact, the functions I7a and ITb
and also the ones of I11a — ¢ are identical, except for a multiplicative constant. The
functions I, I1a — b are globally differentiable, I11a — ¢ and IV is not so, the function
V' depends on the definition of . By these functions , we can transfer (1.1) into some
equations and then use Newton methods to solve the equations.

In [4], through an argumented Lagrangian formulation for mathematical program-
ming, the authors construct NCP functions as follows:

1
d(a,b,0) = ab+ o (||(=ab+a).||* = a® +[|(-aa + b)4 | = *),a > 1, (2.1)

where the norm is the 2-norm and (z); denotes (z); = max{0,z}. Through this
function, (1.1) is cast as an unconstrained minimization problem. The properties of
the corresponding optimization problem are also disscussed.
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Our idea derives from function IV and [4], we mainly consider the difference between
Va? + b? and a,b. Consider the following function:

d(a,b) = (Va2 + b2 —a)(Va?2 + b2 —b), (a,b) € R (2.2)

It is easy to show that ¢(a,b) is a NCP-function. Furthermore, we can get result as
follows:

Lemma 2.1. let ¢(a,b) is defined by (2.2), the partial derivative of ¢(a,b) equals
to 0 if and only if (a,b) satisfies the complementarity condition.

proof. The if part of the above lemma follows from inductive algebraic calculus.

If 92(ab) _ 0, then either a = b = 0 or that:

da
3¢gs Y (@ TR—a)atb— V@ L) V@B =0, (2.3)

Thus either va2 + b2 —a = 0 or Va2 +b%2 —a — b = 0, each of the cases implies that
(a,b) satisfies the complementarity condition. The same result holds for w. Thus

the lemma is true.

If (a,b) is strict complementarity, which means that a+b > 0, we have the following
result:

Lemma 2.2. Let ¢(a,b) be defined by (2.2), then

*¢(a,b) (a,b) &*¢(a,b)
da? 0 dadb 0 o2 ! (24)
holds for b =0 and a > 0, and
*¢(a,b) . 9*¢(a,b) 9*¢(a,b) _
da? L dadb 0 oz 0 (25)

holds for a =0 and b > 0.
This lemma shows that the Hessian of ¢(a, b) is positive semi-definite if (a, b) satisfies
the strict complementarity condition.

From (2.3) and the fact that 9¢(0,0)/0a = 0¢(0,0)/0b = 0, we can see that ¢(a,b)
is not twice differentiable at (0, 0).

3. Unconstrained Methods for NCP

In the last section, we have studied the properties of a NCP function. Now we
consider the following functions:

d(a,b,a, B) = (Va2 + ab? — a)(y/Ba? + b2 —b), (a,b) € R®, a>0,8>0, (3.1)

where a and 3 are two positive parameters. Similarly we have the following result:
Lemma 3.1. let ¢(a,b) is defined by (3.1), the gradient of ¢(a,b) equals to 0 if and
only if (a,b) satisfies the complementarity condition.
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proof. The if part of the above lemma follows from inductive algebraic calculus.
If the gradient of ¢(a,b) equals to 0, then either a = b = 0 or that:

99(a,b) fo_ 4 vFAiE
b = Vet —a)(oe—n s

d¢(a,b) ab a—vVab? + a?
o) = (\/Ba? + b2 — b)( i Eereiy e o A R

Because a? + b? # 0, if Va2 + ab? — a or \/Ba? +b% — b equals to 0, (a,b) satisfies
complementarity condition. Otherwise , by (3.2) and (3.3) we have:
Bav ab? + a2 + b\/b? + Ba? — (Ba® + b*) = 0, (3.4)
avab? + a2 + aby/b% + Ba? — (a* + ab*) = 0. (3.5)

)=0,  (3.2)

It follows that:

(1 —ap)b(y/b?+ Ba? —b) = 0, (3.6)

(1—ap)a(vVa®>+ab?>—a) = 0. (3.7)

If af equals to 1, it reduced to the case of Lemma 2.1 except for a constant factor. If
af # 1, a =b =0, it is a contradiction. From the above discussion we know that, if
the gradient of ¢(a,b) equals to 0, (a,b) satisfies the complementarity condition. This
proves the lemma.

Also, if a > 0,b = 0, we have:

32‘2(;‘275) _o, Folad) _, &¢abd) _ 5 (3.8)

0adb 0b?
If a=0,b> 0, then:

0?¢(a,b) 0?¢(a,b)

=0V aa =0 T O (3.9)

9*¢(a,b)
Oa?

We can view va? + b2 —a or va? + b2 —b as a relative distance, o and 3 are scaling
elements which affect the distance. Larger the scaling element is, heavilier it affects.
So it can be viewed as penalty parameters to some extent.

Let ¢ is defined as above, 0(t) is a strict increasing function, one can show easily
that 6(¢) is a NCP function.

We consider the function defined by (2.2) or (3.1). Define:

n n

i=1 i=1

where 1; = ¢(z;, Fi(x)). Then, the following lemma is obvious:
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Lemma 3.2. Let ¢ is defined by (2.2) or (3.1), ¥ is defined as in (3.10), then ¢(x)
equals to 0 if and only if x is a solution of NCP.

In order to apply the methods for unconstrained minimization, we still need some
assumptions. The follows is some general assumptions in NCP. Let z* is a solution of
NCP, I ={1,...,n}:

Assumptions.

(i): F is twice differentiable in a neighborhood of x*.

(ii): The gradients VF;(x*) (i € I := {i € I|z} > 0}) and e;(i & I*™*) are linearly
independent, where e; denotes the i-th column of the identity matriz I,.
(iii): =} + Fi(z*) > 0 (i € I) , which is strict complementarity or nondegeneracy
condition.

It follows from Lemma 3.1 that the gradient of ¢ at x* is 0, for the Hessian of 1,
we have the following result:

Theorem 3.1. Let x* € R™ be a solution of (1.1). Suppose that the assumptions
i-iii hold at x*, let v is defined by (3.10) and ¢ is defined by (2.2) or (3.1). Then the
Hessian of ¢ at x* is positive definite.

proof. First we consider the case that ¢ is defined by (2.2). From assumptions
1 — 114, one can see that v is twice differentiable in a neighborhood of x*. Furthermore:

- 62¢(1‘1, i 82¢ xu i )) T
2. 2. _ (¥
Vi ="V = Z—aa ”+Z o VE;(z*)VF;(z*)

i=1
= Y eel + Y VE@)VE(@Y). (3.11)
1gI* iel**
Let A = (e;,i & ™, VF;(x*),i € "), then it follows from assumption 2 that A is
nonsingular. Because V2 (z*) = AAT, it is positive definite. Similarly one can show
the same conclusion holds for (3.1). This prove the theorem.

From the above theorem, we can see that x* is not only a global minimizer of ¥ (x),
it is also a strict local minimizer of ¥ (x). By the continuity, v is twice differentiable
in a neighborhood of x*, so if the initial point 2 is chosen very near z*, we can use
Newton or Quasi-Newton method to search the minimizer of ¢)(x), the local convergence
properties is obvious.

If we choose 0(t) = t, ¢; = 0(x;, Fi(x)), it is just the case discussed above. For any

increasing function, if 8%(1?) > 0, let ¢; = 0(x;, F;(x)) and v is defined as in (3.10),

under assumptions 1-3, Lemma 3.2 and Theorem 3.1 still hold.

4. Numerical Results

Three small numerical examples from the literature were used in our test with a
FORTRAN subroutine. The methods we take is BFGS with inexact line search, which
satisfies Wolfe-conditions. The criterion for stop is that ||g|| < 1078. The following are
examples:
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Example 4.1.
Fl(l‘) = —Z2 + I3+ Z4,
Fy(x) = x1 — (4.5x3 + 2.7Tx4) /22,
F3(x) =5 — 21 — (0.523 + 0.324) /x5,
Fy(x) =3 — 7.
Table 1
Initial point | solution obtained a = (3 | No. of. iter | Val. of. v
(1,1,1,1) (3.0,6.54331,1.09055,5.45276) | 1.0 20/29/23 1.304E-19
(3.0,8.10471,1.35078,6.75392) | 2.0 23/44/24 0.0
(2,2,2,2) (3.0,6.24492,1.04082,5.20410) | 1.0 20/29/22 9.725E-19
(3.0,8.29561,1.38260,6.91300) | 2.0 24/33/26 0
(1,2,3,4) (3.0,7.15159,1.29193,6.45966) | 1.0 22/35/26 1.752E-18
(3.0,9.42643,1.57107,7.85536) | 2.0 21/45/25 0
(10,10,10,10) | (3.0,7.40562,1.23427,6.75392) | 1.0 23/47/30 2.37E-19
(3.0,7.43234,1.23872,6.19361) | 2.0 19/46/28 0
Example 4.2.
Fi(x) = 333% + 2z129 + 21’% + x3 + 3x4 — 6,
Fy(z) = 222 + o1 + 23 + 1023 + 224 — 2,
F3(z) = 322 + 2129 + 223 + 223 + 924 — 9,
Fy(z) = 2% + 323 + 223 + 324 — 3.
Table 2
Initial point solution obtained a = | No. of. iter | Val. of. ¥
(1,1,1,1) (1.22474,0,0,0.5) 1.0 30/50/40 | 8.243E-14
(1,0,3,0) 2.0 26,/43/33 0.0
(0,0,0,0) (1.22474,0,0,0.5) 1.0 53/96/64 | 2.204FE-12
(1,0,3,0) 2.0 | 31/53/39 0
(-1,1,1,-1) (0.30363E-2,2.12589,-0.27267,0.12826) 1.0 30/46/36 6.299E-2
(-0.68278,-0.41662,6.27219E-2,1.25712) | 2.0 29/52/34 2.6419
(10,10,10,10) (1.22474,0,0,0.5) 1.0 39/72/52 1.529E-13
(1,0,3,0) 2.0 32/64/37 0
(100,100,100,100) | (1.22474,0,0,0.5) 1.0 48/84/62 | 6.273E-13
(1.22474,0,0,0.5) 20 | 43/73/50 | 1.977E-19

Example 4.3.

F1<.1‘) =T — 5$2 — 1,
Fy(x) = &1 + x2,

F3(33)

—3x1 — 3x2 + 3 + 224 — x5,
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Fy(x) = —4xy — 4xo + 223 + x4 + 205,
F5(x) = —bxy — bxe — w3 + 4xg + 5.

Table 3
Initial point solution obtained | a = 8 | No. of. iter | Val. of. ¥
(1,1,1,1,1) (1,0,0,4,0) 1.0 31/42/35 0
(1,0,0,4,0) 2.0 28/40/30 0.0
(1,0,0,4,0) 4.0 25/49/28 0
(0,0,0,0,0) (1,0,0,4,0) 1.0 29/37/30 0
(1,0,0,4,0) 2.0 25/43/30 0
(1,0,0,4,0) 4.0 25/40/29 0
(0,1,2,3,4) (1,0,7,0,4) 1.0 32/52/40 0
(1,0,7,0,4) 2.0 41/65/47 0
(1,0,1,1.2,0.4) 4.0 35/64/45 0
(10,10,10,10,10) fails 1.0
(1,0,0,4,0) 2.0 30/42/33 0
(1,0,0,4,0) 4.0 30/57/34 0
(100,100,100,100,100) | (1,0,0,4,0) 1.0 32/49/39 0
(1,0,1,1.2,0.4) 2.0 | 42/67/54 0

The example 4.1 has multiple nondegenerate solution. Table 1 summarizes the
results for different initial point. From each of these points, the methods converge to
different solution with various choice of a and £.

The numerical results of example 4.2 are interesting, because from an initial point,
both methods converges to stationary points of the objective function, but the station-
ary points is not a solution for (1.1). It verifies the doubt of [4] ( Question 6.2), when
is a stationary point of ¢ a solution of (1.1)? From a view of computation, we can use
the scaling technique, which we use ¥(z) = Y1 ; ¢;9;, ¢; are positive constants. From
Lemma 2.1, one can see that if a stationary point of (3.10) is not a solution of (1.1), it
is not a stationary point of the scaling function with carefully chosen ¢;. Much work is
needed for such a method which will be our further studies.

The example 4.3 shows that, the choice of a and g may affect the number of
iteration and solution obtained, sometimes it cause the sequence does not converge.
We also notice that the function defined by (2.2) is similar to a function in [2], where
n=+va®+b*—a—bis used. It is easy to show that:

(Va2 +b2—a)x (Va2 +b2—-b) = %(\/a2+b2—a—b)g.

In [2], Newton’s method without line search is used and better numerical results are
shown, by the above equality, our method is trying to minimizing n%. So if we using
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a partial BFGS method carefully, our numerical results should be comparable to that
in [2].
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