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A MODIFIED CONJUGATE DIRECTION METHOD FOR
COMPUTING THE PSEUDOINVERSE*
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(Dept. of Math., Nanjing University, Nanjing, China)

Abstract

In this paper we are concerned with the modified conjugate diréction method
for computing the pseudoinverse by using an orthogonal basis of the range space
of A. Numerical results show that the new method retains some main advantages
in terms of efficiency and accuracy. =

1. Introduction

»

The method of least squares is a standard tool for solving problems such as control,
state evaluation and identification!?!. The linear least square problem is defined as the

minimization of the norm of the residual vector
min | Az — b|j3, (1)

where A € R™*™ with rank k, b € R™ is a real vector to be approximated, and z € R"

is a real vector.

Connecting with the linear least squares problem (1), the computation of the pseu-
doinverse of A is also quite common in this context. A real n x m matrix G is called
the pseudoinverse of A if G satisfies the following conditions:

(1)AGA = A, (2)GAG =G, (3)(AG)T = AG, (4)(GA)" =GA, (2)

and can be written as
AT =G.

Thus, the least squares solution of the minimum norm of problem (1) is
| s Ath . . (3)

This solution is unique whether the problem is consistent or not.
In this paper, a class of conjugate direction method for computing the pseudoin-
verse is considered. The given method requires less computational work and has other

advantages.

* Received July 28, 1993.
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Throughout this paper, let R(-), N(-) stand for the range space and the null Spa,ce

of a matrix, respectively. R(z)' denotes an orthogonal complement of R( ) a,nd | - ||

the Euclidian vector norm.

2. The Case of the Full Rank Matrix

In this section we are concerned only with the s1mp1est case that A is an m X
m symmetric positive definite matrix. Let vectors pi1,p2, -, Pm € R™ be mutua.]ly __

' 0, i # 7,
P?Apj={ faicic.
d; #0, 1=7.

Using these vectors, we can easily obtain the sequence of matrices

conjugate, 1.e.

' Pip;
Gi = Y= 1y 2y,
J "

j=1

Due to the conjugacy of vectors pl,pg,'- -+, Pm, We have |
Gidp; =pj," 1<%, - (4)

and
GiAp; =01 454 (5)

In particular, for i = m, the matrix G, satisfies
GmAp; = P; (6) I-;_

or

Since vectors py, P2, - -, Pm are linearly independent, it follows that
GnA=1

and
G l?,

Observe that the sequence of matrices G;,1 = 1,2,---,m, are generated by the following :-
relation: o

Qe Qs @it PipL (7) -
| di -
Summanzmg, we havel®! |
Theorem 1. Let A € R™*™ be a symmetric positive definite matriz. Gweﬂ
a set of vectors pi,p2,--+,Pm € R™, which are mutually conjugate, and the mai‘ﬁ-

ces Go,G1,-++,Gm € R™*™ generated by the recurrence relation (7), then Gi 1 =
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1,2, -, m, satisfy the expressions (4), (5), (ﬁ) and

Il

In fact, let |
P = [p11p21 - :pm] R

' Due to the conjugacy of vectors p1,p2,-- -, Pm, We have

PTAP = diag(dy,d2, - ,dm).

._'Sinee vectors pi, p2, - -+, Pm are also linearly independent, it follows that
(PTAP)™' = P14~ 1p~T = = diag(dy,dz,- -+, dm) "

It is chvious seen that A~! satisfies

A™! = Pdiag (dy,da, -, dm) ' PT = EM’*. (9)

=1

ThIS is the explicit formula generated by the vectors py, pa, - -+, Pm, which are mutually
. conjugate, for finding the inverse of A.

i If the matfix A is singular or non-square, then there is no inverse matrix in the
- general sense. But there always exists the pseudoinverse A* defined by condition (2).
1 Here, we shall consider the case of full column rank, ie., A € R™*™ and rank
' (A) = n. Since the matrix A € R™*" is of full column rank, we can find an orthogonal

. basis of R(A) and assume it to be of the following form:

S APl:C:! - Aﬁ:"':ﬂn :Apﬂ.

. In other words, the vectors py, ps2,-- -, p, are mutually conjugate with respect to AT A
i.e.,

, 0, t 7 7
3 p; A" Ap; = { R (10)
| IIC#” 3 H=Te

- Since AT A is nonsingular, it follows from the results described above that

n f &
| = DiD;
B : (ATA) 1 v i

On the other ha.nd the pseudemverse A7 can be denoted as
i 28 o
= (ATA)1AT.

{: ’, ! Lg e 'hi;‘i{:::'..:-;.’?.f-]:!-- 3 § 5

- Hence the pseudoinverse AT' generated by the vectors py,p2, -« ,pn 18

f! pip; AT _ - pici
by - N

Based on the ebeve discussion, we have
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,!’

Theorem 2. Let A € R™*" be of full column rank, i.e., rank(A)=n, and vee-.
tors p1,P2,* " ,Pn be mutuaﬁy conjugate with respect to AT A. Then the pseudomverg

generated by P1,P2,* "+, Pn can be expressed as

T i
lE .

n i ! | 5
PiC; .
A E (11)
12 3
2 e
If we set s
C1 Cn g
C— [ ,...!_._..'._.] ERmx“ ‘-"."1
_ feal”” " Tieal
and £ 1
= [ Y "_'"] € Rnx":
Ilﬂll\ lleall
then AT can be denoted as
AT = PC.

That is, if we have obtained an orthogonal basis of R(A), ¢c1 = Ap1,--+,¢n = Apn, then
the pseudoinverse can be generated by the following recurrence relation:

Go =0,

ET
G GI—-1+" “21 i=112:”'1n1
Al=

L
L
§y

We can also make an analogous discussion when A is of full row rank and obtain the *
following result.
Theorem 3. Let A € R™™ be of full row rank, and s; = Alp, i=1,2,---,m, be

an orthogonal basis of R(AT). Then the pseudoinverse of A can be written as ;
m ; i |

At =3 - (12)

2 Tsil?

From the above discussion, it is seen that, if an orthogonal basis of R(A), ¢; = ‘"—
Ap;,i=1,2,---,n, has been obtained, then the recurrence expression of the pseudom- ;
verse A+ generated by py,p2, - - -, Pn has a special form. The problem to be solved here
is how to obtain the mutually cun_]ugate vectors p1,p2," -, Pn for a given matrix A of =
full column rank. &8
In particular, we can choose a set of vectors vy,vg,- -, v, € R™ which are hnea.rljr
independent. Then, begin with vectors Avy,-:-, Av,, to determine the vectors ¢y, - - -, Chi

r"" =

and py, -+, pn by the formulas 3 :

= Av,, pP1 = 71,
cp = Avg — a21€1, P2 = V2 — Q21P1,
c3 = Avg — a31€1 — 32C2, P3 = U3 — Q31P1 — Q322
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jand at the i-th step,

1—1 t—1

c; = Av; — Zatjcj, Pi = Vi — Zcxupj, = ,2,_-_ M, (13)
g==1 =1
' where, for y =1,2,---,1 -1, %
g vi A C;
llesl

It is easy to verify that the vectors c;,c,--,¢, € R™ are mutually orthogonal and
p1,° "y Pn € R™ are mutually conjugate with respect to AT A. When a set of orthogonor-
- mal vectors ¢, ¢, - - -, ¢, is found, the method discussed above is closely related to classi-
cal Gram~Schmidt(CGM) orthogonalization. In the special case v; = et =12
it is algoritmically equivalent to this, the only difference is that P — [p1, P2, ,pn]
is explicitly computed. The classical Gram-Schmidt orthogonalization and its modifi-
- cation have been studied extensively!!l. It is well known in general that the modified
P Gram-Schmidt (MGS) orthogonalization has better numerical results than that of the
~ CMS and is of great importance in improving computational accuracy. Based on the
MGS for computing an orthonormal basis of R(A) and vectors py, ps, - - - , p, which are
~ mutually conjugate, We consider the following scheme.

The complete algorithm is then

1. Give A € R™*" with rank(A) = n and select n vectors v1,V2,- -,V € R™ which
~ are linearly independent.

2. Form

C =lc1,69,%,6n] = [Avy, Avg, - - -, Av,] € R™*™

P = [Pl:m: 3 '1pn] - [vlavﬁn i s !vﬂ-] 2 Rﬂxn:
G = 0eR?*™.

3. Fort=1:ndo
= C(:4); i = P(y3); oi = sqrt(cf * ci); & = cifew; pi = pifai; G
G + p; * C;
Fork=14+1:ndo
B =c; *xC(:, k); C(:,k)=C(:,k)—ﬁ*q; P(:, k) = P(:,k) — B * p;
end;

|

end.

Numerical results show that generally the algorithm above has good numerical
behavior and requires substantially less work.

3. Rank Deficient Problems

It is necessary to consider the case of the rank deficient matrix for computing a
- pseudoinverse, that is, the matrix A € R™*" and rank(A) = r < min(m,n).

S

| — v e e e e -
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First, we have e _-T'.
Lemma 1. If A € R™*" and rank (A) = 7, then there always emt T lmeerly
independent vectors p1,- - - Pr, such that E

0, i#J ' .
p?ATAP:f e 743
£0, i=j. _-

That is, there always exist r mutually conjugate vectors p1,---,Pr with respect to AT A.

Proof. Inasmuch as rank (A) = r, there always exist r mutually orthogonal vectors
¢1.--- ¢, to form an orthogonal basis of R(A). g

On the other hand, since .f'tir_
c; € BlA), 1=1,2, -, (13
there exist vectors p; € R*, i =1,2,---,1, such that '-:-.i;‘?
¢; = Ap;,i =1,2,---,T. ‘ (15:)
Hence, it follows from the orthogonality of ¢;,2 = 1,2,-++,T, that the vectors py, p2, - .-,.'

are mutually conjugate and linearly independent. ¥, -1:

Suppese ‘hat a set of mutual conjugate vectors pi,-*-,Pk,(k < 7), and ¢
Apy, - = Ap; have *been obtained at the k-th step. Then the key point is how
to generate a new vector pg41, which is conjugate with p1,p2, " * s Pk- For ﬂluﬁtratlen, :_r
set

1=1

Gy = 15-2%
. Z”ctne (

Here, we can give the following theorem. :
Theorem 4. Assume that vectors ¢y = Api1,---,ck = Apk,(k < r), are mutually =
orthogonal. The matrices Gy, ---,Gj can be generated as in expression (16) and take

Biwlo =G (17)
Then for any vector u € R", the vector \

Pk+1 = Bru (18)
is conjugate with p1,p2,- - ,Pk-
Proof. Inasmuch as
e pici A
= llell®

it follows from the conjugacy of the vectors py,---, Pk that

ko7 AT Ap,cT A
pT AT AByu = pF AT Au — 3 =2 ||cflll2 o0, 1<igh
$=1 _ _

Thus, the vector pg41 = Bru'is mutually conjugate with the vectors p1,p2,: - -, Pk- ;

By, = Inxn — GkA =dnvn —

AT
- [ ’
y .ﬂi-_?'l} * ek "
o - .':-':..1',.|1__I- X :.-.IJ-. .1 L -_' 1’ B "I ...-..;..-.
" i | o
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By the above theorem, for any vector u € R™, a vector

Pr+1 = Bru
is always mutually conjugate with respect to vectors py, - - -, px. But it is not guaranteed
that the vectors py,--+,pr+1 are linearly independent. We ask whether, for k < r =

rank(A), the vectors p1, - -+, pr4+1 are mutually conjugate and linearly independent. In
~ other words, we have a great deal of freedom in the choice of a vector v € R™, but'it

must satisfy
Cky1 = ABj;ﬂ :,é 0.

In this respect, we have the following theorem.
Theorem 5. Let

] = Rmxk
|

C1
C =l ke _
 be a column orthonormal matriz and ¢; = Ap;,i = 1,2, - -, k. If we take a vector u € R"
.~ such that |
: Au € R(C)*,

 then the vectors p1,- -, Pk, Pk+1 = Bru are linearly independent and mutually conjugate.
Proof. The conjugacy has been proved as above. Since

T
ABk'M % ( nxn Z ‘ )Au’a
1.—1
- we have
Ck+1 = Apr41 = ABru # 0
as long as
T
A V(e =3 i)

=1

Inasmuch as

( nxn Z "‘71"2) = R(C]:

=]
if
Au € R(C)*,
we can have
cr+1 = Bru # 0.

From subsequent discussions, we can see that the orthogonal projector

Z IlctH2

is of simple form. Hence it is not hard to find a vector u € R™ such that
Au € R(C)*.
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Naturally, we want to ask whether or not the expression (11) for the pseudoinverse c:f
full rank can be extend to the rank-deficient case. In general, the conclusion 1s negatwe 1

To see why, we need the following further discussion.
Let ¢1,¢s, -, ¢ be an orthogonal basis of R(A) abtamed by the nrthﬂgnnahzmg

process and
ci:Ap‘i'J "’-":1#2:“':7‘

Observe that the expression of p; is not unique for the given vector ¢;. Take

P =1 e (193

and

C1 "
C = ; g R, 20) 25
™" el .

Then the column orthonormal matrix C' can be denoted as

C=AP. | (21) :f;

Since a set of vectors ¢y, -+, ¢, is an orthogonal basis of R(A), the matrix A may be h:.j..

written as 3
A=CD, (22) %

»

where D € R™*™ and rank(D) = r. Then we can prove the following lemma.
Lemma 2. If P € R**" and D € R™*™ are defined as above, then

DP = Lx,. .
Proof. 1t follows from the relations (21) and (22) that
C =CDP.
Since C is a column orthonormal matrix, we have the conclusion of the lemma.
DP = I,y H
We can also see that the matrices P and D satisfy 4
DPD =D, PDP=P, (DP)*=DP, (PD)=PD, -

ie., P € R"™" isa {1,2,3}" inverse matrix (see [6]) of D € R™"_Based on the above
lemma, it is easy to prove the following theorem. |
Theorem 6. Assume that A € R™*", rank(A) = r < min(m,n) and

c1 = Apy,---,¢r = Apr

e Gl el b R s R o S T o g

are an orthogonal basis of R(A). Then the matric

B= E pici (23) -

{ llesll?

4
X
3
4

) G is an {i,j, k} inverse matrix if nnl:,r the 1, j, k-th conditions in (2) are satisfied by G.
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satisfies |
BAB=B, ABA=A, (BA)?=BA, (AB)' =
i.c., the matriz B € R™™ defined by (23) is a {1,2,3} inverse matriz of A € R™ ™.

Since the condition

(BA)T = BA (24)

is not satisfied in the general case, the matriz B is not the pseudoinverse defined by (2)

when r < min(m,n).
' On the other hand, we can now deﬁne a matrix

PEeipus Sl pree RO, o (25)

asa special choice of P, where D € R’ X ig given by (22) and D7 is the pseudoinverse®)

- of D. Obviously, the matrix D is of row full rank. Then we have.
. Lemma 3. The vectors pS,---,p; defined by (25) are mutually conjugate with
F‘ respect to AT A. |

 Proof. Since
| A=CD

< | Pcz[p'ij.-.,pﬂ:D'l"
it follows that
| (PS)TATAP® = (DT)*DTC'CDD™ = I«
- That is, the vectors pf,---,p; are mutually conjugate with respect to ATA.

Then we can have the following theorem.
Theorem 7. Assume A € R™*" rank(A) = r. If the matrices D, P¢,C are defined

- by (22), (25) and (21), respectively, then the pseudoinverse of A can be expressed as
A* =3 pic. (26)
i==x] .
- Proof. This theorem is proved by direct verification.

4. Numerical Experiment

The algorithm described in the previous sections has been implemented by using
MATLAB, and has been run on the VAX computer of the University of Trento in Italy.
The considered pseudoinverse problem has the following data.

A = [max(i, j)] € R*'°.

Algorithm.
Alg.1. The CGS to form an orthonormal basis of R(A);

1) The Computed Pseudoinverse is donoted by G
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Alg.2. The given algorithm in the paper; - | _
Alg.3. The algorithm PINV of the MATLAB. 3
Numerical results are given in the following table.

Table. The Accuracy and Flops®

Algor. | |GAG — G| | |[AGA — Al | I(AG)T — AG|| | (GA)T — GA| | Flops
Alg.l | .2478E-08 | .2046E-08 | .1314E-12 5288E-08 7373
Alg.2 | .1246E-13 | .9720E-12 | .2766E-13 | .2086E-12 8670
Alg.3 | 4561E-13 | .2196E-12 | .1192E-12 .3641E-13 31407

From the above table, we can see that the method obtained in this paper is more
efficient than that of the classical Gram-Schmidt orthogonalization. it needs less work * 3
than that of the PINV algorithm in MATLAB and preserves good numerical behavior.
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