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IMPLICIT DIFFERENCE METHODS FOR DEGENERATE
HYPERBOLIC
EQUATIONS OF SECOND ORDER*!

Han Zhen
(Institute of Applied Physics and Computational Mathematics. Beging, China)

Abstract

This paper is a sequel to [2]. A two parameter family of explicit and imphcit
schemes is constructed for the numerical solution of the degenerate hyperbolic
equations of second order. We prove the existence and the uniqueness of the
solutions of tifese schemes. Furthermore, we prove that these schemes are stable
for the initial values and that the numerical solution is convergent to the unique
generalized solution of the partial differential equation.

§1. The Problem and the Difference Schemes

Consider the initial boundary value problem for the degenerate hyp erbolic equation
of second order

gi: zpa(z,t)—g—zﬁ = b(ﬁ,t)g—g + f(ihta‘u: %): (-"‘3:_5_) €, (1)
u(z,0) = ug(z), 0<z<I, (2)
BBt o= s}, DLE KL, (3)
u(0,t) is finite on 0 < ¢t < T, (4)
u(L,t) =0, 0<t<T, (5)

Here the domain Q = {0 <2< L,0<t<T}andp>1.

Suppose that the following assumptions are valid for the coefficients in equation (1)
and the initial functions:

(A1) a(x,t) is differentiable with respect to z and ¢ on Q. And there exist constants
Ag, A1, A and C,, for any (z,t) € Q, such that 0 < Ay < a(z,t) < A;,2%a(z,t) < A,
| 8a/B8z | < C4 and | 0a/0t |< C, . |
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(A2) b{z,t) is a continuous function of z € [0, L]. Furthermore, there are

| b(z,t) |< BvVzr, (z,t)€Q,

| b(:ﬂ,tl) — b(ﬂ:,tz) Iﬂ OIRVE | 1 — o |, T € [O,L], l1,%2 € [O,T],

where B and (), are positive constants.
(A3) f(z,t,u,w) is a continucus function of (z,t,u,w) € Q x R%. And for any
(z,t) € Q and u,w € R there are

Y, 2,
oot w)| O+ [ul 4 w), |5 f(e,t,u,w0)] < Cp
where (s is a positive constant. |
(Ad) f(=z,t,u,w) is semi-bounded for w, i.e., there exists a positive constant C,

such that
[f(2,t,u,w1) — fe, b u,wa)| (wy — w) < Cp | wy — w2 [
Yu,w,,ws € R,(z,t) € Q.
(A5) For z = L: there is a positive constant C such that
| f(£,t1,0,0) = f(L,t2,0,0) [ Cp [t1 — 22|, £1,82 € [0,T].

(AG) The initial functions satisfy the consistent condition, i.e., uo(L) = ©3(L) = 0.
In addition, up(z) and u(z) are Lipschitz continuously differentiable.

Under the assumptions (A1)-(A6), the existence and uniqueness of the generalized
“solution of the problem (1)—(5) have been proved by M.L. Krasnovl®l.

Solve the problem (1)-(5) by means of the finite difference method. Divide the
interval [0, L] and [0,7] into J and N + 1 parts respectively. The space stepis h= L/J
and the time step is £ = T/(N +1). Let wy = {t" = nk;n = 0,1,---,N + 1} and
wp = {z; = jh;j = 0,1, --,J}. The set of all net points on the domain Q is denoted
by wh, X wi. Let V(z,t) be a discrete function defined on wy, X wi and Vi =V(e;1t").
Using the same symbols in (2], we denote V., V. and VI, as V*’s forward, backward
and centered difference quotients on variable a(= z or t). The symbols ||-|| and || - |loo,
respectively, are L, and L., discretized norms with respect to z.

Now, let V(z,1) be the difference approximate solution. We construct a two pa-

rameter family of explicit-implicit difference schemes

Vi — 50 Vi =83V + ff, 1<j<I-1,1<n< N, (6)
o=1Jfo, 1<n<N, (7)
Vi=0, 1<n<N, (8)
VP = w(z;), 0<j<J, (9)
Vi = wi(z;), 0<j<J, (10)
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where
Ve =V sV + (1 —r—s)V" L, (11)
fi = Flz;, 7, V5, V%) (12)
Here, r and s are parameters. Let A = s/2 and 0 = r 4 3/2, then |
Vit = M2V + oVl 4+ (1 - )V 1 (11')

Hence, the scheme (6) can be rewritten as

Vi = 25 ai{=M Vg, + oV + (- o)V

sxit,] b By r,]

= {- APV oV (- )V} 4 ST (6°)

The scheme (6°) is an implicit one if A is not equal to o. Otherwise, the second order

accuracy of the scheme is preserved when ¢ = 1/2. _

§2. Several Lemmas

#
For the discrete functions, we have the following interpolation formulaelll.

Lemma 1. For any discrete function {y7} defined on the set wy X wy, the following

inequality holds:
1
|2 n n B i
ly™l1% < 2llylI(lez ] + 2 ls™1),

or, in another form,
2

112 n(|2 nilz
|' |. ( nr)

where 7 is an arbitrary positive constant. Besides, there is also

1y 11> < 2nk Y [l [k + 21l5°11*.

m=1

Lemima 2. Assume that the discrete function {y;} defined on w) salisfies the

boundary conditiony, =0 ory, = 0. Then we have

|yl < VLIlyell, |yl < Lilyzll

Lemma 3. Let {y;} be a discrete function defined on w). We have

Husl < Jusl|.

Lemma 4. By the scheme {6'), to solve the Cauchy problem of a linear constant
coefficient wave equation Uy = @ Ug;, a necessary condition for the stability of the
scheme (6') s > 1/2 .

The proof of Lemma 4 is direct by the Fourier method. And according to this
lemma, we can reasonably require that o > 1/2 throughout this paper.
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§3. Priori Estimates

In this section we are going to estimate the sc:lutiﬁn of the difference scheme (6'),
(7)-(10). Multiplying both sides of (6') by — hk . and summing up for j from 1
to J — 1 and for n from 1 to m(1 < m < N), wehave

m J-1 m J-—1
- NV VR ke = AR Y Y 2t ad Vi Vi hk
n=1 3=1 n=1 j5=1
m J-1 ’ .
+ E Z z; V;TJ + (1 - 0)Vez ;) Vi iB
n=1 =1
m J-1 m J-1 .
—_ 2 n YN n 4
=22 N VL Ve hk— Y Y b0V
n=1 j3=1 n=1 j3=1
m J-1

(1 o J)V zzt,_‘,'hk L L zzt,;} ' (13)

-

We make the successive term estimation of (13) and get

m J-—1

=) E Vit Vawi i1tk = -IIV'?“\F II 2l + Z Vit oVai ok (14)
n=1 3=1 n=1
m J-1 P
- Ak* ) Y 2f al Vitg ;Vaui shE 2 '\/a’“zPV’“H I
n=1 3=1

- Al 4*11(II\/EE"Z,%:,;II2 T II\/z_"V.%LIIE)
~ | A]| Ca Z(le/— VEI? + V=PV %) &, (15)

n=1

m J-1 m J-1
Z E 2t V;;f;} +(1 - ::r)V“_l) Ve, Z Z zF V;T;
n=1 =1 ﬂ—l 1=1

— | V;;T; 2 +(20 - 1) | VRS — VI IR

> ;lu\/umzpv;;“uz + ||x/amzpvf';‘llﬂl
- CLIVRVEIP + VeV ZH\/— g (1)

n=1
m J-1
M2 YN B VE, Ve hk
n=1 j3=1
m+1 m+1 ; :
<2|Al D HV;Zsz+ ~| | B® Z[IIV 22V + V2PV 1P Jk, (17)
n=1

2
_ZZbﬂ(aVn+1+(1—a‘)V“' W, hk<(a+|1—-a|){( 2;

n=1 3=1
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)Zu mk + (B2 + ) SIIVAVA I + IVAVE

n=1 n=1 _
+ Bzm V2PV + [V2PVEI?) + Ra ), (18)
and
m J-} ﬂ " 1
nl:‘l %; TVE; Rk < E PVIok + {2+ Cp + SCHBT L + T* + 3L)
F (G (5 m)er) S ware+ () Savaalr
L L = e o

+ Ve VET )k + 2m( 7 2P IVEVE 2 + VeV (19)

where Ry and R, are constants independent of h and k but 7, and 7, are arbitrary

positive constants which will be given later.
Now, substituting (14)-(19) into (13) and noticing the boundary condition (7), we

gain

| [— Ak? . [ -
§|IVEE+1~H2 e D) ”\/amzpv -HII2 e 1[” ﬂmszEI+1“2 o ||\/ef“zPVﬂ|]2]

zxt

41 m+1
<C1 Y VPR +Co Y (IVzPVE|® + VPV )k

. n=1 n=1
+{(o+ | 1 - o |)B?n + 202/ LPm: H([V2P VR + [V2PVZ ) + Cs. (20)
Here, C1, (s, C3 and the following C; (¢ = 4,5, - - -) are constants independent of -2 and
k.
Utilizing the following inequalities

kEH\/ﬂmmﬂ;’;ﬂ;gl”z < 2(||v “mszeT:+1”2 + ||v a’“-"ﬁpvﬂllz)-,

and supposing £ < 1/4 is a positive constant which will be given below, we know that
the left-hand side of (20) is not smaller than

& m mt
§||1f"——“1|2 + Ace(|IVerV H |2 + V2PV I)

e emaure- Db

A{)E i) - A £
1B ot [1-0c]) = 7 B(2/Ly’

e|[VIETY|? + e Ao(|| V2PV 2 + [|[VarPVER)?)

2

+'4{IZ[1—E+4(-—A‘E) ]““a Vet I
m+1 m+1

<Cy Y WVEIPE+Cs > (IWaPVERIP + IVePVE 1Pk + Cs. (21)

n=1 n=1

Taking 7y = from (20) we get
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If A\ < 1/4, we take € = min(1/4,1/4 — ). Then the third term on the left-hand
side of (21) is not smaller than zero. So we obtain

w1
[V 4+ Ao(|IVeP Ve PP + IV2PVR%) < C7 Y VAR
n=1
m-1
+Cs 3 (IIVePVEI? + IVerVe 7Yk + Co. (22)
n=1 :

[T

From (22), according to Gronwall’s lemma, we obtain an estimate for the difference

solution as follows:

)| & S |l
L max {IVEIP + VaPVEIl} < Ko, (23)

where K is a constant independent of h and k.
If A > 1/4, we take ¢ < 1/4 and make the steplength k& and the mesh length A

satisfy
k? 1—¢

— < ; 24
h? = 4(A+e-3) -

5 1 1

Thus, the third term on the left-hand side of (21) is not smaller than zero and we obtain
(22) and conclude (24) again.

According to the above conclusions, we have the following lemma which is similar
to the one in [2].

Lemma 5. Let ¢ > 1/2. Under assumptions (A1)-(A5), suppose A < 1/4, or A >
1/4 with k and h satisfying condition (24). Then, the solution {V'} of the difference
scheme (6'), (7)~(10) satisfies the following estimates when k is sufficiently small

;;+1 E Kl: V:Em+1 <_i KE'J Vm+1 <_: Kﬂ!
Vil < Ka, V| € K, VP s 4 K
VzPVIatH| < Ko, 2Pa™ Y| < Kg, ||V ll € Ko,

where m = 1,2,-++,N and K; (2=1,2,--: ,9) are the constants all independent of h
and k.

§4. The Existence and the Uniqueness of the Difference Solution

In this section we are going to discuss the existence and the uniqueness of the
solution of the difference scheme (6)~(10).

Having known the values of {V*} and {EGT‘_I}, we now solve {V;‘H}. In order to
demonstrate the existence of {IJTH_}, we make a continuous mapping T, such that

T s R g R 0<a<l
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vz € R let v"*t! = T,z which is represented as

Vit - oV + VIl = ak? { afal (- Azeny — Vi + Vaug ) + 02ae +(1 - o)V

7 J

+ b~ Mza; — 2V, + VIS ) oz + (1 - o)V

o o 08— BT .
-i—f(-’ﬂj,t,v}, 2% )}: .?—1!21"'1J_1 (25)
and
Zpn ™ VU .
V{:’H—l . EVU" + Vﬂn—l o &sz(mu,t“,vﬂn, 0 5 )1 (26)
yrHl =, | (27)

Especially, when & = 0, ¥z € R’/*! there are
VAR e gV Y g0l -1

and V3t = 0. |

Let V' replace z, in (25)~(27), and denote the new equations as (25), (267), (27').
According to Lemma 5, it is clear that, under the conditions of Lemma 5, all of the
possible solutions {Vf"’l} of {25')—(27') are uniformly bounded for a € [0,1]. Using
the fixed point principle, we immediately have the following lemma.

Lemma 6. Under the conditions of Lemma 5, the difference scheme (6'), (7)~{10)
has at least one solution.

For the uniqueness, we have

Lemma 7. Let 0 > 1/2. Under assumptions (A1)—(Ab), suppose 0 > A, or o < A
with k and h satisfying condition (24). Then,the solution of the difference scheme (6'),
(7)-(10) is unique for sufficiently small k.

Proof. Suppose {VI*} and {I/;‘_l} are known. Assume that there are two solutions
{Tf}“"'l} and {V";?"H}. Let W; = V;‘H — f’}“"’l for j =0,1,---,J. Then W, must satisfy

2 2 i 1’?1_1
” 9 A i 7 J
W; — (0 — N)eha} Wiy, ik* = k(0 — N3 Ws 5 + B2 | f(=,,2°, V7", 2k )
Y
1L Tt J J 71
—f('T’jrt Vi 2k )}: 0<y <, (28)
Vﬂ+1 2 B — ﬁ'ﬂ_'-l - V!
. n n 0 0 o L i 0 4
Wo = k2[£ (0, %, Vi, Y0 ) — (0,7, v, 20— ¥l (29)

- W;=0. (30)

Under (A4), (29) multiplied by W} is rewritten as

Cp

W§ < ?kwg.

Therefore Wy = 0 when k < 2/C,,.
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(i) If ¢ > A, multiplying (28) by thf(t?ﬂ?), and then summing up for 7 from 1 to
J—1, we get

2 kC ; :
’-’Zz PIW; Ph4(c—XE2) | W [2h

=i
" 1 Bz J_l 2
2 2 =
g(a'-—-A)k [51§|Wﬁ,_ff h+451Ag§”ip|Wj| k],

where £, is an arbitrary positive constant. Taking £€; = 1/8, we have

[1 Cpk Ale] =1

2 — A)k?

= 7
z; " | W; % h+ g(cr — M)A ||Wzs|? < 0.

i et |
Hence, if k is sufficiently small, W; vanishes for any 3 = 1,2,---,J — 1.

(it) if ¢ < A and k/h satisfies (24), multiplying (28) by W,k and summing up for j
from 1 to J ~ 1, we get

(1- 2G)IWI* - (o - A& Zm”a"wmwwkla—nﬂx/m Wiz (31)
»

From condition (24) and A > ¢ > 1/2, it can be concluded that
Ak—; g 1 —¢ 2 2A— o |
h ~ 4A+e-1) ~ 8A(A-o)

Therefore, the second term on the left-hand side of (31) is more than or equal to

a
—4A(A-a) WP > (14 5) WP

Finally, from {31) and the above, we have

-G
20 2
So, ||W | becomes zero if k i1s sufficiently small.

1 I 2
k— 53:;\/” JA|IIW]? < 0.

§5. Convergence and Stability

Now we are able to establish the main theorems about the convergence and stability
for the difference scheme (6’), (7)-(10).

In order to show that the difference solution is convergent to the unique generalized
solution of problem (1)}-(5), some corresponding prior estimates have to be obtained.
And we have them in Lemma 5. Using these estimates, we can discuss the state of
limit sequences of the difference solution and its difference quotients. The proof of the
following theorem is similar to the proof in [2].

Theorem 1. Suppose ¢ > 1/2. Under assumptions (A1)-(A6), assume X < 1/4,
or A > 1/4 with k and h satisfying condition (24). Then, as k and h tend to zero, the
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solution of the difference scheme (6'), (7)-(10) converges to a limiting function u(z,t)
in the space Wf}(Q), where u(z,t) is the unigue generalized solution of equation (1)
and satisfies initial-boundary conditions (2)—-(5) in the common sense.

Here the space Wf}(Q) can be expressed as

WL{'”(Q) = W;(O,T; LZ(O:L)) M W;(O,T; H1(01 L)) N L;’D(OiT; gz(o, L))!
where W2, WL, L,, H! and L, are common notations of Sobolev function spaces and '

H%*(0,L) = {f(z) | fe€ H'(0,L) and fL 2P | fY |2 dx < m}.
0

We now examine the stability of the difference scheme with respect to the initial
values. Assume iig(z) and 4%;(z) are new initial values which also satisfy assumption
(A6). The corresponding difference solution is {ﬁ;"} Let 27 = VI - 173?‘ for j =
0,1,--,Jand n=0,1,---,N + 1. Then {Z7} satisfies the difference equations

Zg =2t al{-ARP 20  + (0220 + (1 - 0)Z20 1]} = b { =Mk 2T

Frtt,] Fx,] Fx,q xtt,3
+ [eZ23" + (1 - a) 235 ]} + oo 0, VP V) — floot™, VIV,
g j=1,2,.--,J-1; n=1,2.,N, (32)
Zgo = F(O° V3, VL) - F(0,, V3, VL), n=1,2,---,N, (33)
Zh =0, =18 N+i, (34)
22 = u,(2,) - #,(z,), j=0,1,--,J, (35)
Zi; =u(z;)— (), 7=0,1,---,J (36)

Under (A3) and (A4), we have
[f(m,' ' tn: V:?F: 1/:;) B f(mj 3 tn‘l T”jﬁﬂr I”;nHZ:J

J
n rrn : af n 7N 7 n n |2 n N n
= & Ztﬁfﬂ 5, Zi b aVy + (1= V) VT)det | Z3; |7 [f(=;, 87, V5 Vi)
= fl= " VI VIV = V) S Cp | 23205 | +Cp | 2751 (37)

Multiplying (33) by 2,k and summing them up for n from 1 to m (1 < m < N),
we can get

| 255 |* = | &3 IP< (Cp + 505 +CsT) Y 128, 2k 4+ 5T | Zs 1%,
n=1

Then, by induction, when £k is sma.]i enough there holds
| 25T ’P<Cwo | 25 P +Cu1 | 28y 12, m=0,1,---,N. (38)

Multiply (32) by Et'-’"’jhk and sum them up for 7 = 1,2,---,J ~ 1 and for n =
1,2,---,m. Note (34), (36) and

5 p~1
| (aj2%)s |< Caz
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where C, is a constant. As in Section 3, we can get the following estimate under the

conditions of Lemma 5:
m+1 m+1

12 HY2 + Va2t 2 < Cl Y 12717k + D (V=R 2] + 12271 Z2|%)k]
=1 re=>U

+ Cralllu, — |2 + |[VEr(u, — ,)sl? + {lw, — & | + #*|Ver(u, — i, )e]I"]-  (39)
If p > 2, the term ||zP 1 Z}1||? in (39) can be estimated as
&2 22417 < L2\ VerZZ
Consequently
12712 + IVEZZ P < Caallluy — 12 + V2P (0, — )
+ e, — @, )1 + R VER(u, — @), (40)
when k is sufficiently small. Using Lemma 1, we immediately get-

HZ”’H < Cus| iy |12 + VP (u, — d)=]® + Ny — &,

1{1u<‘iN+l

+ k7 |Ver(u, — )] (41)

So we have
Theorem 2. Under the conditions of Lemma 5§, if p > 2, then the difference scheme

(6'), (7)-(10) is stable for initial values in the sense of (40) and (41).
This theorem has answered the stability problem for p > 2 but not for p < 2. We
now discuss the stability of the difference scheme for p € (0,2) under some proper

conditions.
If the initial disturbance satisfies

u©, (0) = 4,(0), u, (0) = ,(0)
as well as assumption (A6), from (35)-(36}, we get
| Z{LJ} =] Z ol=0

and from (38) we get
l Zﬂa-i—l | D, m:()’]_,...1ii\,f_ (38!)

t.1)

Multiplying (32) by m;T’ZF'jhkja;?‘ and summing up for j from 1 to J — 1 and for n
from 1 to rn respectively, we obtain

xR S, () /) m J-=1

T X " ) . : .
Y P B PR 3, D M st P22 - (1 = )80 T ZT bk
n=1j=1 "3 | n=1 =1
m J-1
<N N | A2, 023 (1) 20 | |y *'Z”' | hk. (42)

n=1 gy=1
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We analyze (42) term by term and finally get the inequality

41 | g4
= m+1 |2 m+12 — ~ Y 12
gé?ffﬁ{ ; ‘T':fp | Zt_,j “ h+ |12 I } < Clﬁ{g z, Pl (u, — 4, ); |

1 = %); PTR+li(uy = @)2l® + £2))(w, — , )12} (43)

And we have
Theorem 3. Under the conditions of Lemma 5 and p € (0,2), if the initial distur-
bance satisfies an additional restriction ui(0) = 4;(0) for i = 0,1, then the difference

scheme (6'), (7)-(10) is stable for initial values in the sense of (43). In this case, the
right-hand side of (43) makes sense.

Besides, if a restriction to function f is added as follows:

(AT) f(z,t,u,w) € C*(Q x R?)
the following theorem can hold. |

Theorem 4. Assume condition (A7) holds. Under the conditions of Lemma D,
the difference scheme (6'), (7)~(10) is stable for initial values in the norm of the space
(@)

Proof. Because (A3),(A4) and (A7) hold, we have

J-1
[f(2;, 2" VP VE) ~ f(z,, 67, V7, ViNZe: ok
=1
J—1 1 af i e
) __J'=ZI {/U a(mht ,qV;,- +(]‘ _Q)L? ’Vé.j)dqizj
19

f n {rn " Yar! n n

0

2 [f(U:r tﬂ'.l V{;’a1 I/;L) == f(U: tn: I}Dﬂ! ﬁ})]zgt,j[

Observing that |[V*(|,,[|V"]|,., 1V ||~ and Hf;;“”m are all uniformly bounded, we get

J—1 J
= DU VP V) - eyt VP ENZE b < € (1 27 |
J=1

=1
FUZ0 1+ 122501 255 1) | 25 | Rt (£, 67,V V)

- f(D: tnu I}Unt f};?tj)]ZT*

i, 1”

The following estimate ¢an be obtained in the same way as in Section 3:

; £g§§+1[ll2;rgllﬂ + IVZPZ21%) < Cusl|lu, — ﬁD”Ezw‘L} oy — & o). (44)

This complete the proof of Theorem 4.

Remark. If we take p € (0,1) in equation (1), the boundary condition at z = 0
may be given as

u(0,t) = 0. - (4)
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[.ikewise, difference equation (7) will be replaced by

" =0, n=01,--,N+1. (7")

We assume

(A5') At z = 0 there is
| £(0,¢,,0,0) — £(0,¢,,0,0) [< Cy | t, — ¢, |, Vi, €[0,T]

where C), is a positive constant. |
In addition we add a consistent condition u,(0) = «,(0) = 0 at z = 0 to assumption

(A6) and denote (A6) as (A6’). Then, for p € (0,1), the lemmas and theorems described
above except Theorem 2 may be derived similarly.
Acknowledgements. The author thanks Prof. Li De-yuan and Prof. Shen Long-jun

for their helpful suggestions.
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