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Abstract. A semi-tensor product of matrices is proposed as a generalization of usual

matrix product in the case where the dimensions of two factor matrices do not match.

The properties of the semi-tensor product of tensors and swap tensors based on the Ein-

stein product are studied. Applications of this new tensor product in image restoration

and in finite dimensional algebras are discussed.
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1. Introduction

In recent years various concepts of matrix theory including eigenvalues, multi-linear sys-

tems, tensor decompositions, data mining, degree theory have been extended to problems

involving tensors [1–3, 8, 9, 11, 16, 17, 23]. The semi-tensor product of matrices proposed

by Cheng [5] found applications in the control design of dynamic systems, finite automata,

graph theory, differential geometry, algebra, and data science [5–7,15].

Definition 1.1 (cf. Cheng [5], Cheng & Zhang [7]). Let x = [x1, . . . , xs]
T ∈ Rs, y =

[y1, . . . , yt]
T ∈ Rt .

(1) If s = t · n, n ∈ Z+, we split xT into t equal blocks, xT
1 , . . . ,xT

t . Each block is an n-

dimensional row vector. The (left) semi-tensor product of xT and y is the n-dimensional

row vector defined by

xT
⋉ y :=

t
∑

k=1

ykxT
k ∈ R

1×n.

(2) If t = s·n, n ∈ Z+, we split y into s equal blocks y1, . . . ,ys. Each block is an n-dimensional

column vector. The (left) semi-tensor product of xT and y is the n-dimensional column

vector defined by

xT
⋉ y :=

s
∑

k=1

xkyk ∈ Rn.

∗Corresponding author. Email addresses: liu.weihui@connect.umac.mo (W. Liu), zjxie@stu.edu.cn
(Z. Xie), xqjin@um.edu.mo (X. Jin)

http://www.global-sci.org/eajam 696 ©2022 Global-Science Press



Semi-Tensor Product of Tensors and Applications 697

Definition 1.2 (cf. Cheng [5], Cheng & Zhang [7]). Let M ∈ Rm×n and N ∈ Rp×q. If n is

a divisor of p or p is a divisor of n, then the (left) semi-tensor product C = [C i j] of M and N,

denoted by C = M ⋉ N, is a matrix that consists of m× q blocks, where each block is defined

by

C i j = M(i, :)⋉ N (:, j), i = 1, . . . , m, j = 1, . . . ,q.

For example, if A ∈ Rm×n, x ∈ Rp = Rp×1, and n is a divisor of p, say p = t · n, then

A⋉ x ∈ Rtm is a column vector. If p is a divisor of n, say n = s · p, then A⋉ x ∈ Rm×s is an

m× s matrix.

We also note the following properties of the semi-tensor products.

(a) Setting t = s in Definition 1.1, we obtain the usual Euclidean inner product, while

setting n= p in Definition 1.2, we obtain the usual matrix product.

(b) The right semi-tensor product of matrices was introduced in [7]. However, it is anal-

ogous to Definition 1.2 and is not considered here.

Let In denote the n× n identity matrix and ⊗K the Kronecker product.

Lemma 1.1 (Cheng et al. [5–7]). Let A, B, C be matrices such that the corresponding semi-

tensor products are well defined. Then we have

(i) If A∈ Rm×np, B ∈ Rp×q, then A⋉ B = A(B ⊗K In) ∈ Rm×nq.

(ii) If A∈ Rm×n, B ∈ Rnp×q, then A⋉ B = (A⊗K Ip)B ∈ Rmp×q.

(iii) (A⋉ B)⋉ C = A⋉ (B ⋉ C).

(iv) A⋉ (αB + βC) = αA⋉ B + βA⋉ C, where α and β are constants.

(v) (αB + βC)⋉ A= αB ⋉ A+βC ⋉ A, where α and β are constants.

(vi) (A⋉ B)T = BT
⋉ AT .

(vii) (A⋉ B)−1 = B−1
⋉ A−1, where A and B are invertible.

(viii) tr (A⋉ B) = tr (B ⋉ A), where tr (M) denotes the trace of a square matrix M.

Now we consider an mn × mn matrix W[m,n], which plays an important role in semi-

tensor products — cf. [5]. It is a permutation matrix, called the swap matrix, and con-

structed in the following way. Let

(11,12, . . . , 1n, . . . , m1, m2, . . . mn)

denote the columns of W[m,n] and

(11,21, . . . , m1, . . . , 1n, 2n, . . . , mn)


