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SEGMENTATION PROBLEM∗
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Abstract An improved randomized algorithm of the equivalent 2-catalog segmentation

problem is presented. The result obtained in this paper makes some progress to answer

the open problem by analyze this algorithm with performance guarantee. A 0.6378-

approximation for the equivalent 2-catalog segmentation problem is obtained.
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1 Introduction

Jon Kleinberg, et al in [1] introduced the segmentation problem and developed an approx-

imation algorithm for the catalog segmentation problem. This work is motivated by several

applications to data mining and clustering operations. Several open problems are presented (see

in [1]). One of them is how to obtain good approximation algorithms and to improve the trivial

0.5-approximation algorithm for the 2-catalog segmentation problem.

In this paper, we introduce an equivalent 2-catalog segmentation problem and then relax it

to a semidefinite programming problem. By solving the semidefinite programming problem, an

improved randomized algorithm is proposed. By employing this algorithm, we get the approx-

imation optimal solution of the equivalent 2-catalog segmentation problem with a performance

guarantee-0.6378.
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The paper is organized as follows: In section 2, we present a concrete example and introduce

the equivalent 2-catalog segmentation problem. In section 3, we present the improved randomized

algorithm for the semidefinite programming. In section 4, we analyze the algorithm with it’s

performance guarantee.

2 The Equivalent 2-Catalog Segmentation Problem

In this section we give the equivalent 2-catalog segmentation problem by introduing a con-

crete example.

Consider a company who has enough information about n customers, denoted by C =

{c1, c2, · · · , cn}, and has a set of possible marketing strategies D = {d1, d2, · · · , dm} (m is even).

Any customer ci ∈ C likes certain marketing strategies and fail to attract others, that is, there

exist a family of subsets T = {t1, t2, · · · , tn}, here ti is a subset of D which denotes the set of all

marketing strategies that the customer ci likes. For many reasons, customers can not read the

marketing strategies one by one. The company wish to create two equivalent cardinality catalogs

of marketing strategies in order to maximize the sum of marketing strategies that customers like

by reading one of the two catalogs. This can be stated as the following the equivalent 2-catalog

segmentation problem.

The Equivalent 2-Catalog Segmentation Problem:

Given a set D = {d1, d2, · · · , dm} (m is even ) and n subsets t1, t2, · · · , tn of D, find two

subsets D1 and D2 of D with the same cardinality, so that
n∑

i=1

max{|ti
⋂

D1|, |ti
⋂

D2|}

is maximized, and D1

⋂
D2 = Ø.

In Kleinberg’s paper [1],a trivial 0.5-approximation algorithm for the equivalent 2-catalog

segmentation problem is proposed and it is pointed out that it is an open problem that how

to improve the trivial 0.5-approximation algorithm for the 2-catalog segmentation problem. In

the next section,an improved randomized algorithm is proposed for the equivalent 2-catalog

segmentation problem.

3 Improved Randomized Algorithm

In this section, we transfer the equivalent 2-catalog segmentation problem into a max-cut

problem by constructing a bipartite graph. The max-cut problem is then relaxed as a semidefinite

programming problem. Finally a randomized algorithm is proposed for the solution of resulting

semidefinite programming problem.

The bipartite graph G = (C, D, E) is constructed by the set of customer nodes C, the set

of marketing strategies nodes D, and the set of edges E. If customer ci likes marketing strategy


