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Abstract

With the help of Brouwer’s fixed pﬂih’t' theorem and the relations of the
eigenvalues and diagonal elements of a Hermitian matrix, we give some new
sufficient c.mldltmns for the solubility of algebrmc inverse elgenvalue problems

§1. Introduction

»

We are interested in solving the following inverse eigenvalue problems:

Problem A (Additive inverse eigenvalue problem ). Given an n x n Hermitian
matrix A = [a;;], and n real numbers Ay, -, Ay, find a real n x n diagonal ma.tnx
D = diag (c1,-*,¢n) such that the matrix A + D has elgenvalues Al, " 3 An.

Problem M (Mult;pl:rcﬁfive inverse eigenvalue problem ). Given an n X n
positive Hermitian matrix A = [a;;], and n positive real numbers Ay,---,A,, find an
n X n positive definite diagonal matrix D = (c1,---,¢,) such that the matrix DA
has eigenvalues Ag,:--, Ay,

Problem G (General inverse eigenvalue pmblem ). Given n + 1 complex n X n
Hermitian matrix A = [a;;], Ak [am] k=1,---,n,and n real numbers Ay, -+, A,,

find n real numbers ¢;,-- -, ¢y, such that the matrix A(c)= A+ Z crAx ha.s eigen-

. i - k=1
values Ay,:+*, Ap.

A number of sufficient conditions for those problems to have a solution have heen
discovered by many‘authors (see {1]-[3], [5}-{7]) . In the present paper we shall give
some new sufﬁcrent»i’mndltmns for those three prnhlems to have solutions. These
results are not contamed in the presently known results and are better than the

known results in some a,spects
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Notation and Definitions. Throughout this paper/we use the following nota-
tion. IR™ is the set of all n-dimensional real column vectors and ¢ is an empty set.
The superscripts T and H are for transpose and conjugate transpose, respectively..
p(A) and tr(A) denote the spectral radius and the trace of a matrix A, respectively.
Amin(A) and Amax(A) denote the 'minimum and maximum eigenvalues of a Hermi-
tian matrix A, respectively. The norm | Jjoo stands for max-norm of a vector and
maximum row sum matrix norm.

For arbitrary n X n ma,tri,ces._ﬁf = [bi;,]and vectors b = (by,y b, )T e IR", let

d(b) = min |b; — b;]
t#2

and '
B = B — diag(bii)-

Withaut lﬂss_"_d_f gél_léra.lity we can -a;ssurtié that q?;] = §y; for k,7 =1,2,---,n in
Problem G (see [1]), that ay; = 1 for i = 1,2,+-+,n in Problem M, and that a;; = 0

fori=1,2,---,n in Problem A.
»

§2. Main Results

Theorem 1. Suppose that An ::-' cer S A D 0,4 = (Ag, A2y ,'A,.,)T in Problem
M. If - g 3 E _
d()‘) 2 Aﬂl.(’K::'mnr:a:(Am}) - ;\min(A{ﬂ))): | | (2'1)

then there ezist n real numbers ¢1,-**,Cn such that the matriz DA has eigenvalues
A1, "y An, where D = diag (€1, -*+Cn)-

Theorem 2. Suppose that Ay, > -+ > A,A = (Ai,.\g,---,kﬁ)T in Problem G.
y S _
RS AT =3 Ao T Dl AT = Kl ALY 2.2
d(A) 2 An — AL T A0 (Amax(A}") min(Ax ) (2.2)
N g s k=1 |

b S
then there ezist n real numbers ¢, ,¢n such that the matrizx A + Y ckAx has

k=1
eigenvalues Ay, s+ yAp, Where ..~

.bi ”4'"VLJ§.W“'*H Tb E': . B : ..q;_ e n : B :
A *-,_-;..}‘;nin--(f'fi(??r—azz"&‘_kk_ﬁg))1 A, = J@m_(A@"f'.)_.-.-Z.ﬂk_k‘-‘li“})i. .
g s | TL~Ehh ﬂ.&fyl:rmu;“ T i '.-Lk=11
Ao ='ma.x{|.l1|,|ln|}. |
Applying Theorem 2 to the additive inverse eigenvalue problem, we get the
following corollary.:  »+ " SR AT ‘<



