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Abstract. Geometrical evolution laws are widely used in continuum modeling of sur-
face and interface motion in materials science. In this article, we first give a brief re-
view of various kinds of geometrical evolution laws and their variational derivations,
with an emphasis on strong anisotropy. We then survey some of the finite element
based numerical methods for simulating the motion of interfaces focusing on the field
of thin film growth. We discuss the finite element method applied to front-tracking,
phase-field and level-set methods. We describe various applications of these geomet-
rical evolution laws to materials science problems, and in particular, the growth and
morphologies of thin crystalline films.
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1 Introduction

The engineering of materials with advanced properties requires the innovative design
and precise control of material microstructures at micron and nanometer scales. These
microstructural patterns are often characterized by interfaces—individual interfaces or
interface networks—which evolve during material treatment and manufacture [12, 57,
123]. Here interfaces are understood in a broad sense: an interface can be a geometrical
surface that has no thickness—a sharp interface; it can also mean a diffuse interface that
can have certain thickness, e.g., of a few atomic diameters. Common examples of mate-
rial interfaces include solid-liquid boundaries in solidification where a typical example is
the ice-water interface near the freezing temperature of water, solid-gas boundaries such
as crystal surfaces, phase interfaces in solid-solid phase transformations such as precip-
itate and martensite interfaces, and domain boundaries that separate different parts of
material such as grain boundaries in polycrystals and domain walls in ferromagnetic
materials. Compared with those of bulk phases, the properties of material interfaces can
be more and more important as the length scales in devices become smaller and smaller.
Evolving interfaces therefore are a key ingredient in many problems in materials science,
particularly in nanoscale science and technology, and hence require more detailed con-
sideration than in traditional material modeling.

A class of interface problems that we are particularly interested in arise from the mod-
eling of self-organized nanoscale structures on thin solid films. Such structures consist of
a large number of spatially ordered atomic objects such as quantum dots and nanowires
with narrow size distributions. They possess remarkable optical, electrical, and mechan-
ical properties that have emerging applications in many technological areas. The nu-
cleation, coarsening, and stabilization of such patterned nanostructures are determined
largely by the process of growing thin solid films in which surface energies, surface ki-
netics, bulk strains, and applied fields can play important roles. Accurate and efficient
modeling and simulation of growth processes and surface morphologies of thin films
are therefore crucial in understanding fundamental constituent mechanisms and further
helping the fabrication of self-organized nanostructures on thin films.

There are mainly two kinds of continuum models of material interfaces: sharp in-
terface models and diffuse-interface/phase-field models. In the former, individual in-
terfaces are tracked during their relaxation and evolution. Evolving sharp interfaces are
often described by motions of geometrical surfaces that have no thickness and that move
with prescribed velocities that typically depend on the interface shape. Two of such ge-
ometrical motions that have important applications in material modeling are the motion
by mean curvature and that by the surface Laplacian of mean curvature. In phase-field
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models, interfaces are characterized by order parameters that have nearly constant val-
ues in different regions with a very thin and smooth transition region that represents the
interfaces. These order parameters are solutions to field equations and many physical
quantities can be expressed through such parameters. For instance, solutions to a heat
equation lead to the heat flux which, together with local geometry, determines the motion
of a solid-liquid interface in solidification.

Partial differential equations that describe interface motion are often complicated and
can only be solved analytically in very special cases. Numerical simulations are therefore
important. But it is clear that solving interface problems numerically can be very difficult
because of the strong nonlinearity, anisotropy, coupling of geometry and evolutionary
differential equations, and multiple spatial and temporal scales from physical models
and numerical discretization. Our mathematical understanding of interface motion is far
from being complete and satisfactory. This makes the design and improvement of numer-
ical algorithms even more challenging. Over the last few decades, many basic numerical
methods have been developed. In recent years, there has been significant progress in the
development of innovative numerical methods for simulating interface motion in mate-
rials modeling. In both the sharp and phase-field contexts, accurate, efficient, and robust
numerical methods have been developed for high-order partial differential equations that
characterize evolving surfaces. New methods that also account for coupling with bulk
processes have also been developed. In addition, the connections between sharp interface
and phase-field models have been further elucidated.

In this article, we first review various kinds of geometrical evolution laws and briefly
describe their derivation using variational methods. The basic models are the motion by
mean curvature and by the Laplacian of mean curvature. We shall describe how these
models can be generalized to include strong surface anisotropy in the surface free en-
ergy as well as higher order regularization terms. In some cases, the resulting geometric
evolution law is a highly nonlinear 6th order partial differential equation. We then sur-
vey some of the recently developed numerical methods for tracking the motion of sur-
faces and discuss techniques for coupling the evolution with field equations in the bulk
with a focus on thin film growth. A key aspect thereby is the combination of various
mass transport phenomena and strong anisotropies. Although there have been signifi-
cant advances in finite difference methods and in discrete approaches (e.g. Monte-Carlo
methods) applied to models of interface evolution, we limit the scope of this article to
finite element methods. We refer the interested reader to the recent reviews listed below
for other aspects of thin film simulation. General reviews for modeling the morpholog-
ical evolution during epitaxial thin film growth may be found in Evans et al. [37] and
in Makeev [80]. Tiedje & Ballestad [126] reviewed comparisons of experimental data,
kinetic Monte-Carlo (kMC) simulations and continuum growth models for thin film epi-
taxy. A review of kMC methods in materials modeling may be found in Chatterjee &
Vlachos [24]. Caflisch [18] reviewed the use of level-set methods and lattice models
(kMC) for the dynamics of strained islands during epitaxy. Here, we discuss the finite
element method applied to front-tracking methods, phase-field and level-set methods.
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To illustrate how these methods work and to compare the methods with one another, we
shall provide many examples of numerical simulations. Finally, we describe applications
of these geometrical evolution laws to materials science problems. They include crystal
growth from a bulk phase, the growth and morphologies of thin crystalline films with
and without misfit strain, and applied external fields. We shall discuss instabilities in
chemical vapor deposition (CVD), molecular beam epitaxy (MBE), liquid phase epitaxy
(LPE), and electrodeposition.

The rest of the paper is organized as follows. In Section 2 we review the basic mod-
els of interface motion that include strong anisotropy and that are coupled with mass
transport. In Section 3 we survey some of the new numerical methods developed for
simulating the motion of isotropic interfaces and extend them to the general anisotropic
case. In Section 4 we describe some applications of geometrical evolution laws and nu-
merical methods to materials science problems, focusing mainly on thin films. Finally, in
Section 5 we draw conclusions.

2 Anisotropic evolution laws in materials science

2.1 Classical models

The basic geometrical evolution laws in modeling material interfaces, such as grain bound-
aries, solid-liquid or solid-vapor interfaces, and domain boundaries in coherent phase
transitions, are derived in Mullins [88, 89] and Herring [54, 55]. The partial differential
equations for these evolution laws are given by the motion by mean curvature

V =−H (2.1)

and the motion by the Laplacian of mean curvature

V =∆ΓH, (2.2)

respectively. Here Γ=Γ(t) represents a moving material interface, treated as an oriented
hypersurface in Rd+1 (d = 1,2), V denotes the normal velocity of a point x = x(t)∈ Γ(t)
defined by

V =
dx
dt
·n,

where dx/dt is the velocity of Γ and n is the unit normal of Γ at x at time t, H is the
total curvature of Γ defined to be the sum of all the principal curvatures κ1 . . .,κd, and ∆Γ
denotes the surface Laplacian. Note that the interface shape is independent of the choice
of tangential velocity. Eq. (2.1), often called the mean-curvature flow (MCF), models
the evaporation-condensation mechanism of a solid surface. Eq. (2.2) models surface
diffusion. Note that in both models for the case d = 2, we have absorbed a factor of 1/2
into the time scale as the mean curvature is actually defined as H/2.
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Mathematically, these evolution laws are the L2 and H−1 gradient flows, respectively,
of a surface free energy functional

E[Γ]=
∫

Γ
γ0 dΓ,

where γ0 is a constant surface tension which we take to be 1 for mathematical conve-
nience. As seen in the next section, the variational derivative of E[Γ] with respect to Γ is
given by

δE
δΓ

= H

with respect to the L2 norm and by

δE
δΓ

=−∆ΓH

with respect to the H−1 norm, respectively. Using steepest descent, we then have

V =−δE
δΓ

=−H

and

V =−δE
δΓ

=∆ΓH,

respectively. For surface diffusion, one can also use the conservation of mass and the L2

variation,

V+∇Γ ·j=0 and j=−∇Γ
δE
δΓ

=−∇ΓH

to derive Eq. (2.2), where j denotes the surface flux, ∇Γ· is the surface divergence, and
∇Γ is the surface gradient.

Another evolution law of interest in this class of models is the volume-conserved
mean curvature flow

V =−(H−c) (2.3)

with c=
∫

Γ H dΓ/
∫

Γ dΓ the averaged mean curvature.
For applications in materials science, the surface tension is usually not a constant, but

rather is a function of the orientation of the surface, reflecting the crystalline structure of
an underlying material. In general, the surface energy reads

E[Γ]=
∫

Γ
γ dΓ

with γ = γ(n) the surface tension, possibly depending on the normal to the surface n.
The geometric evolution laws can be again defined as gradient flows of the energy and
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read (see the next subsection for a discussion of their variational derivation)

V =−kHγ, (2.4)
bV =−(Hγ−c), (2.5)

V =∇Γ ·
(
ν∇ΓHγ

)
, (2.6)

respectively. Here k = k(n) is the evaporation modulus, b = b(n) is a kinetic coefficient,
ν=ν(n) denotes the surface mobility, Hγ is weighted mean curvature [20, 125]

Hγ =∇Γ ·ξ,

where the Cahn-Hoffman ξ-vector [20, 56, 125] is defined componentwise by ξi = ∂pi γ

where ∂pi denotes the first derivative of the one-homogeneous extension of γ:Sd⊂Rd+1→
R with respect to n in the ith principal direction where Sd denotes the unit sphere of Rd+1.
Note that Hγ = δE

δΓ ·n, the variational derivative of the anisotropic surface energy obtained
by varying Γ in normal direction. The coefficient c=

∫
Γ b−1Hγ dΓ/

∫
Γ b−1 dΓ is an average

of the weighted mean curvature.
Eq. (2.4) models the surface motion by evaporation-condensation and is known as

anisotropic mean curvature flow, Eq. (2.5) describes the kinetics associated with the re-
arrangement of atoms on the surface and is known as volume conserved anisotropic
mean curvature flow, Eq. (2.6) accounts for the diffusion of atoms along the surface and
is known as motion by anisotropic surface diffusion.

A more general geometric evolution law combining all the three effects has been dis-
cussed by Fried and Gurtin [40]. The unified motion law is given by

V =∇Γ ·
(
ν∇Γ(Hγ+bV)

)−k(Hγ+bV). (2.7)

We obtain the individual laws discussed above as follows:
• ν=0, b=0 ⇒ (2.4) for evaporation-condensation;

• ν=∞, k=0 ⇒ (2.5) for kinetics;

• b=0, k=0 ⇒ (2.6) for surface diffusion.
The special case k=0 has been considered by Cahn and Taylor [22] and can also be written
as

V =−(∇Γ ·(ν∇Γ)
)(∇·(ν∇Γ)− 1

b

)−1(1
b

Hγ

)
. (2.8)

Setting ν=0 in Eq. (2.7) gives
(1

k
+b

)
V =−Hγ, (2.9)

which again is a curvature flow equation, but with a modified kinetic coefficient. If we
set b = 0 in Eq. (2.7) we obtain a combined law for surface diffusion and evaporation-
condensation

V =∇Γ ·(ν∇ΓHγ)−kHγ. (2.10)
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2.2 Variational derivation

A variational derivation of Eq. (2.7) has been recently given in [120]. We briefly present a
derivation of this equation here. Without any contribution from the bulk phases we can
define for the normal velocity V

bV =−δE
δΓ

with b = b(n) a non-negative kinetic coefficient. This evolution defines a gradient flow
and thus guarantees thermodynamic consistency. But the evolution of the surface is also
influenced from the bulk phases adjacent to the surface, e.g. solid and liquid, and thus
we need also to consider the jump in the grand canonical potential of the bulk phases, see
Cermelli and Jabbour [23]: Ψ+−ρ+µ+−Ψ−+ρ−µ−, with Ψ± the free energy density in
the solid and liquid, ρ± the density in the solid and liquid and µ± the chemical potential
in the solid and liquid, respectively. The surface evolution equation now reads

bV =−δE
δΓ
−Ψ++ρ+µ++Ψ−−ρ−µ−.

This incorporates effects from both the surface and the bulk. Assume the solid is uncon-
strained. Then the limiting value of the chemical potential at the surface is equal to the
surface chemical potential µ=µ+.

We now consider mass conservation. To derive this we take an interfacial pillbox
along an arbitrary subsurface Σ = Σ(t) of the interface Γ(t), see Fig. 1. The subsurface
Σ(t) has the geometric boundary ∂Σ. Due to the interaction with the bulk phases the
pillbox also has to have boundaries with the solid phase, namely Σ+ and with the liquid
phase Σ−, again see Fig. 1.

Σ
−

Γ

Σ
+

j
n

Figure 1: Schematic of an interfacial pillbox along the interface, here shown as a curve. Let Σ(t) be an evolving
subsurface of Γ(t) whose geometric boundary is ∂Σ. Adapting the approach of Fried and Gurtin [40] to surfaces,
we view the interfacial pillbox as encapsulating Σ(t) and having an infinitesimal thickness. The pillbox boundary
then consists of (i) two surfaces, one with unit normal n(t) and lying in the liquid/vapor phase Σ−(t), the other
with unit normal −n(t) and lying within the solid phase Σ+(t), and (ii) end faces which we identify with ∂Σ(t).

The atomic balance on the pillbox requires that any change in surface mass m is only
due to a surface flux q across ∂Σ and adsorption/desorption from the bulk phases F±
across Σ±. We therefore have

d
dt

m=−
∫

∂Σ
q·m ds+

∫

Σ
F dΓ,
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with F= F++F− and m the conormal. Due to the movement of Σ we also have

d
dt

m=
∫

Σ
ρV dΓ,

with ρ = ρ+ the bulk density in the solid and V the normal velocity of Σ. Together with
the formula for integration by parts on Σ we obtain

∫

∂Σ
q·m ds=

∫

Σ
∇Γ ·q dΓ.

This leads to the local mass balance law

ρV =−∇Γ ·q+F.

We now need to define constitutive equations for q and F. For q, we take

q=−ν∇Γµ,

with ν = ν(n) a non-negative coefficient, corresponding to surface diffusivity. For F, we
take

F=−k+(µ−µ+)−k−(µ−µ−),

with k±= k±(n) non-negative coefficient, corresponding to attachment, see, e.g., [5, 15].
Again with the assumption of an unconstrained solid we have µ=µ+.

In the following, unless otherwise stated, we neglect for simplicity all remaining con-
tributions from the bulk phases. Thus we set µ−=0, Ψ±=0 and obtain a coupled system
of equations for the evolution of Γ

ρV =∇Γ ·(ν∇Γµ)−k−µ,

bV =−δE
δΓ

+ρµ.

This is a general model to describe the evolution of homogeneous crystalline surfaces
that incorporates different mass transport mechanisms on the surface, such as surface
diffusion, attachment-detachment, and other kinetics due to the rearrangement of atoms
on the surface. If we set ρ=1 and k−= k, and use δE

δΓ = Hγ, then we obtain

V =∇Γ ·(ν∇Γµ)−kµ, (2.11)
bV =−Hγ+µ. (2.12)

This is exactly Eq. (2.7) with µ = Hγ+bV introduced in order to write the fourth order
equation as a system of second order equations.
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2.3 Influence of the kinetic term

In most discussions on mass transport on materials surfaces the kinetic term bV is ne-
glected. But even if b is small the effect might still be relevant as discussed in [40]. If we
assume ν and b to be constant, Eq. (2.7) can be written as

V−νb∆ΓV+kbV =ν∆ΓHγ−kHγ.

Thus, whether or not the kinetic term is important depends on the magnitude of the
products νb and kb and not only b. The numerical solutions provided in Sec. 3 later will
further indicate the importance of the kinetic term.

2.4 Strong anisotropy: regularization

Experimental studies show faceting of metal surfaces. One example of thermal faceting
is observed by oxygen-absorption of Cu(115) surfaces, see Reinecke and Taglauer [99].
Similar results can be obtained for Pd adsorbate on W(111) surfaces, see Szczepkowicz
et al. [124]. The observed hill-valley topography coarsens but the size of facets does not
exceed a limit of several nm. This is due to kinetic limitations. The equilibrium shape
can only be reached for small crystals. It is suspected that the effect of O2 or Pd in these
experiments might be a change in the surface free energy, which leads to an increase of
the strength of the anisotropy and thus to non-convex functions.

A non-convex anisotropy function results in the development of corners and edges
in the Wulff shape. The Wulff shapes may be plotted using the approach described by
Sekerka [109]. Fig. 2 gives an example. In two-dimensions the difficulty with non-convex
anisotropies is very apparent. Here the free energy can be expressed as a function of an
angle γ = γ(θ) and the weighted mean curvature can be written as Hγ = γ̃H, with γ̃ =
γ+γ′′ the stiffness, which becomes negative within the non-convex region. An example
of such function is

γ(θ)=1+ε6cos(6θ)

with increasing values for ε6. If ε6 >1/35≈0.02857 the free energy becomes non-convex.
Besides the speculated influence of the absorbate on ε6, there is also evidence that pure
materials show strong non-convex anisotropies. Recent analytical results in classical den-
sity functional theory (DFT) predict a functional dependence as described and estimate
ε6 = 0.04 for Cu, see, e.g., [79]. Calculations within a phase-field crystal (PFC) approach
furthermore show equilibrium shapes with faceted structure and thus further indicate a
strong anisotropy in the free energy, see [4]. Mathematically such strong anisotropies,
which lead to corners and edges in the equilibrium shapes of crystals, give rise to ill-
posed evolution equations. This means that, for orientations within the non-convex re-
gion, the geometric evolution laws become backward parabolic.

One way to overcome the resulting inherently unstable behavior of the dynamics
problem with a non-convex free energy is to regularize the equation by adding a cur-
vature dependent term to the interface energy. This was already proposed on physical
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Figure 2: Wulff plot (ξ-plot) for a crystal with four-fold anisotropy [109].

grounds by Herring [53], and later mathematically introduced by DiCarlo et al. [29]. Such
a curvature dependent term introduces a new length scale on which sharp corners are
rounded. In two-dimensions the penalized interfacial energy density reads γα=γ+ 1

2 α2κ2,
with α > 0 setting the length scale of the rounded corner, and κ denoting the curvature.
Minimizing the surface energy

Eα[Γ]=
∫

Γ
γα ds

is therefore a compromise between a large curvature at the corner, which decreases orien-
tations with large surface energy but increases the regularization term, and small curva-
ture away from the corner which decreases the regularization term but increases orienta-
tions with large surface energy. The amount of corner rounding is therefore determined
by these two competing energy terms.

The plausibility of such a regularization is clear, but its effect on the equilibrium
shape has only been recently analyzed. Spencer [117] presents an asymptotic analysis
that shows the convergence to the sharp-corner results as the regularization parameter
α→0. This therefore validates the use of such a regularization in numerical simulations
and provides a mathematical basis for its use. With κ = ∂sθ the regularized energy Eα[Γ]
can also be interpreted as a geometric analog of a Ginzburg-Landau energy, see Haußer
and Voigt [51].

For surfaces the free energy is generalized by Gurtin and Jabbour [46] to read

Eα[Γ]=
∫

Γ
γ(n)+

1
2

α2H2 dΓ. (2.13)

A lack of regularity however indicates that even higher order term are needed in three
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dimensions to prevent the solution from forming corners or edges, see Rätz and Voigt
[98]. A general functional dependence of the surface free energy on such higher order
terms, γα =γ(n,H,∇ΓH,···), can be found in the early work of Herring [53]. We will here
discuss only the resulting evolution law if a curvature regularization is used as in (2.13).
The variational derivative with respect to Γ reads

δEα

δΓ
= Hγ−α2

(
∆ΓH+H

(‖S‖2− 1
2

H2)),

with S =∇Γn being the shape operator and ‖S‖=
√

trace(SST) its Frobenius norm, see,
e.g., Willmore [136]. Alternatively, we may also write

‖S‖2− 1
2

H2 =
1
2

H2−2K, (2.14)

where K is the Gaussian curvature. The new set of equations thus read

V =∇Γ ·(ν∇Γµ)−kµ, (2.15)

bV =−Hγ+α2
(

∆ΓH+H
(‖S‖2− 1

2
H2))+µ. (2.16)

This is a system of 6th order equations for the position vector x of Γ. The special case of
ν=b=γ=0 and k=α=1 reduces to the Willmore flow

V =∆ΓH+H
(‖S‖2− 1

2
H2)

whereas k=b=γ=0 and ν=α=1 can be interpreted as a conserved Willmore flow

V =−∆Γ

(
∆ΓH+H

(‖S‖2− 1
2

H2)).

3 Numerical approaches

3.1 Front tracking by parametric finite elements

The basic idea of front tracking is to represent a moving front Γ = Γ(t) at time t by a set
of points xi ∈ Γ(t) and move these points by a known normal velocity. This amounts to
solving differential equations on the moving front.

3.1.1 Isotropic evolution

To formulate a front tracking approach, we follow the idea used by Bänsch et al. [6] to
rewrite the higher order system as a system of 2nd and 0th order equations. To this end
let us recall some identities in differential geometry. The mean curvature H is the trace
of the shape operator S =∇Γn, or equivalently the tangential divergence of the surface
normal H =∇Γ ·n. It follows that

∆Γx=−Hn,
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with x being the position vector of a point on Γ. This is the starting point of a finite
element discretization of mean curvature flow of parametric surfaces in [32] as it leads to
the weak formulation ∫

Γ
Hn·φ dΓ=

∫

Γ
∇Γx·∇Γφ dΓ. (3.1)

The isotropic case of (2.7) which reads

V =∇Γ ·
(
ν∇Γ(H+bV)

)−k(H+bV),

with ν, b and k non-negative constants, can thus be rewritten as

H=−∆Γx,
µ=bV+H·n,
V =∇Γ ·(ν∇Γµ)−kµ,
V=Vn,

where we have used the mean curvature vector H = Hn and the normal velocity vector
V = Vn. Notice that we use V = Vn to define V. This is not the velocity of a point at Γ.
But the normal component of V is exactly the same as that of the velocity, i.e.,

V·n=
dx
dt
·n=V.

If we now discretize in time, we can update the position vector x in the first equation,
such that

xm+1 =xm+τmVm+1,

with τm the time step. This is Euler’s method applied to the motion law dx/dt=V which
has the same normal velocity V and hence leads to the same location of surface at each
time t. We thus obtain a coupled system for which a semi-implicit weak form reads

∫

Γm
Hm+1φdΓ−τm∇Γm Vm+1 ·∇Γm φ dΓ=

∫

Γm
∇Γm xm ·∇Γm φ dΓ,

∫

Γm
µm+1φ dΓ−

∫

Γn
Vm+1φ dΓ−

∫

Γm
Hm+1 ·nmφ dΓ=0,

∫

Γm
Vm+1φ dΓ+

∫

Γm
∇Γm µm+1 ·∇Γm φdΓ+

∫

Γm
µm+1φ dΓ=0,

∫

Γm
Vm+1φ dΓ−

∫

Γm
Vm+1nmφ dΓ=0,

where φ is a corresponding scalar or vectoral test function. The formulation now is im-
plicit in the unknowns Hm+1, µm+1, Vm+1 and Vm+1, but explicit in the geometric quan-
tities Γm and nm, which leads to a linear system. To discretize in space, we use linear
finite elements. We solve the resulting linear system of equation by a Schur-complement
approach for Vm+1, from which Vm+1 is computed and xm+1 =xm+τmVm+1 is updated.
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Figure 3: Surface evolution due to surface diffusion. Red indicates a normal velocity inwards and blue outwards.
Simulations performed by F. Haußer [131].

Fig. 3 shows the evolution of the Stanford bunny under surface diffusion (b=k=0, ν=
1). The bunny thereby serves as an example of a complicated surface, with approximately
70,000 elements. In the simulation we use local mesh regularization and angle width
control to prevent mesh distortion as well as time step control and adaptivity in space
along the lines as described by Bänsch et al. [6]. The next example shows the evolution
of an 8×1×1 prism until a pinch-off, see Fig. 4.

3.1.2 Weak anisotropic surface free energy

The anisotropic case, with a weak anisotropy in the surface free energy, can be considered
along the same lines and has been described by Haußer and Voigt [50]. An extension of
(3.1) to the anisotropic case reads

∫

Γ
Hγn·φ dΓ=

∫

Γ
γ(n)∇Γx·∇Γφ dΓ−

3

∑
k,l=1

∫

Γ
γzk(n)∇Γxk ·∇Γφl dγ,

where we have used the notation γzk = ξk, the kth component of the Cahn-Hoffman ξ-
vector [20, 56]. It is particularly interesting to note, that no second derivative of γ is
involved in the weak form, so the only assumption we have on γ is convexity, to ensure
the evolution laws to remain forward parabolic. We require

D2γ(p)q·q≥γ0q·q ∀p,q∈R3, |p|=1, p·q=0,
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Figure 4: Surface evolution due to surface diffusion. Simulations performed by P. Morin [6].

with some γ0>0. (This γ0 may not be the usual constant surface tension.) We now rewrite
Eq. (2.7) as

(Hγ)i =−∇Γ ·(γ(n)∇Γxi)+
3

∑
k=1
∇Γ ·(γzk ni∇Γxk), i=1,2,3,

µ=bV+Hγ ·n,
V =∇Γ ·(ν∇Γµ)−kµ,
V=Vn,

where we have used the weighted curvature vector Hγ =Hγn. Again discretizing in time
and updating the position vector x in the first equation, such that

xm+1 =xm+τmVm+1,

leads to the semi-implicit weak form
∫

Γm
Hm+1

γ φdΓ−τmγ(nm)∇Γm Vm+1 ·∇Γm φ dΓ

=
∫

Γm
γ(nm)∇Γm xm ·∇Γm φ dΓ−

3

∑
k=1

∫

Γm
γzk(nm)nm

l ∇Γm xm
k ·∇Γm φl dΓ,

∫

Γm
µm+1φ dΓ−

∫

Γn
b(nm)Vm+1φ dΓ−

∫

Γm
Hm+1

γ ·nmφ dΓ=0,
∫

Γm
Vm+1φ dΓ+

∫

Γm
ν(nm)∇Γm µm+1 ·∇Γm φdΓ+

∫

Γm
k(nm)µm+1φ dΓ=0,

∫

Γm
Vm+1φ dΓ−

∫

Γm
Vm+1nmφ dΓ=0,
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where φ is a corresponding scalar or a vector test function.
Compared with the isotopic case, the anisotropy functions introduce additional non-

linearities. They can be treated in an explicit way. With such an explicit treatment the
system may no longer be unconditionally stable, which is true for the isotropic case.
Therefore we add the stabilizing term below, as used by Deckelnick et al. in [28], to the
left hand side of the first equation

−τmλ
∫

Γm
γ(nm)∇Γm(Vm+1−Vm)·∇Γm φ dΓ

+
3

∑
k,l=1

∫

Γm
γzk(nm)∇Γm(Vm+1

k −Vm
k )·∇Γm φ dΓ. (3.2)

The formulation now is again implicit in the unknowns Hm+1
γ , µm+1, Vm+1 and Vm+1, but

explicit in the geometric quantities Γm and nm, which leads to a linear system.
To discretize in space, we again use linear finite elements and solve the resulting linear

equation by a Schur-complement approach for Vm+1, from which Vm+1 is computed and
xm+1 =xm+τmVm+1 is updated.

Figure 5: Wulff shape Wγ for regularized l1-anisotropy, with Wγ ={z∈R3 |z·q≤γ(z)∀q∈R3}.

We apply our algorithm to the evolution of a surface under a regularized l1-anisotropy

γ(z)=
3

∑
k=1

√
0.01|z|2+z2

k .

The corresponding Wulff shape is depicted in Fig. 5. Fig. 6 shows the evolution of a
sphere towards the Wulff shape if b=0, k=0 and ν=1.

3.1.3 Strong anisotropic surface free energy

To deal with strong (non-convex) anisotropies in γ is more involved. A front tracking
approach for these higher order equations has only been introduced for curves by Siegel
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Figure 6: Evolution of a sphere towards its steady state. Refinement in regions of high curvature and coarsening
in nearly flat regions The final number of grid points is 1085. Simulations performed by F. Haußer [50].

et al. [110] and Haußer and Voigt [47,49]. An extension to surfaces will require an efficient
treatment of ‖S‖2. This problem is addressed in an approach for Willmore flow by Rusu
[105], see also Deckelnick et al. [27]. We will adapt this approach here and combine it
with the approach for the weak anisotropic evolution discussed in the previous section.

We now rewrite Eqs. (2.15)-(2.16) as

H=−∆Γx,

(Hγ)i =−∇Γ ·(γ(n)∇Γxi)+
3

∑
k=1
∇Γ ·(γzk ni∇Γxk), i=1,2,3,

µ=bV+Hγ ·n−α2ω,

ω =∆ΓH+H(‖S‖2− 1
2

H2),

V =∇Γ ·(ν∇Γµ)−kµ,
V=Vn,
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where we have again used the curvature and weighted curvature vector H = Hn and
Hγ =Hγn, respectively, and introduced the new variable ω. Using the trick of Rusu [105]
a weak form for

ω =∆ΓH+H
(
‖S‖2− 1

2
H

)

can be written as
∫

Γm
ωφ dΓ=

∫

Γm
R(n)∇ΓH·∇Γφ dΓ− 1

2

∫

Γ
‖H‖2∇Γx·∇ΓφdΓ

with R= Rkl and Rkl =δkl−2nknl . Again discretization in time and updating the position
vector x, such that

xm+1 =xm+τmVm+1,

lead to a semi-implicit discretization, which reads in a weak form
∫

Γm
Hm+1φdΓ−τm

∫

Γm
∇Γm Vm+1 ·∇Γm φ dΓ=

∫

Γm
∇Γm xm ·∇Γm φ dΓ,

∫

Γm
Hm+1

γ φdΓ−τm

∫

Γm
γ(nm)∇Γm Vm+1 ·∇Γm φ dΓ

=
∫

Γm
γ(nm)∇Γm xm ·∇Γm φ dΓ−

3

∑
k=1

∫

Γm
γzk(nm)nm

l ∇Γm xm
k ·∇Γm φl dΓ,

∫

Γm
µm+1φ dΓ−

∫

Γn
b(nm)Vm+1φ dΓ−

∫

Γm
Hm+1

γ ·nmφ dΓ+
∫

Γm
αωm+1φ dΓ=0,

∫

Γm
ωm+1φ dΓ− τm

2

∫

Γm
‖Hm‖2∇Γm Vm+1 ·∇Γm φ dΓ−

∫

Γm
R(nm)∇Γm Hm+1 ·∇Γm φ dΓ

+
1
2

∫

Γm
‖Hm‖2∇Γm xm ·∇ΓφdΓ=0,

∫

Γm
Vm+1φ dΓ+

∫

Γm
ν(nm)∇Γm µm+1 ·∇Γm φ dΓ+

∫

Γm
k(nm)µm+1φ dΓ=0,

∫

Γm
Vm+1φ dΓ−

∫

Γm
Vm+1nmφ dΓ=0,

where φ is a corresponding scalar or vectoral test function. Again the stabilization term
(3.2) should be added to the second equation above.

An implementation of this algorithm for surfaces is not yet available. Detailed studies
concerning the evolution towards the Wulff shape for closed curves as well as coarsening
dynamics of curves have been considered with the same algorithm restricted to curves in
Haußer and Voigt [47] and [48], respectively.

3.2 Phase-field approximations

Instead of using an explicit description of the surface, we now represent the surface as
the 1/2 level-set of auxiliary, phase-field function φ, which is defined in Ω⊂Rd+1; φ
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is approximately 1 and 0 away from the interface with a rapid transition between the
two occurring in a narrow region around the interface. The phase-field function φ is the
solution to an appropriate evolution equation in the entire region Ω.

Phase-field models are widely used to describe complex evolution of patterns, see
McFadden [83] and Emmerich [36] for recent reviews on its use in solidification and
condensed-matter physics, respectively.

3.2.1 Isotropic evolution

In a similar way as shown in Section 2.2 we can derive the phase-field equation from the
free energy

E[φ]=
∫

Ω

ε

2
|∇φ|2+ 1

ε
G(φ)dΩ,

with ε>0 defining the width of the interfacial layer (diffuse interface) and

G(φ)=18φ2(1−φ)2

a double-well potential with minima in the two phases 0 and 1. Here ∇φ is the usual
gradient vector of φ with its ith component ∂xi φ. The term (ε/2)|∇φ|2 penalizes the
transition from one phase to another and determines the size of transition region. The
variational derivative of E[φ] reads

δE
δφ

=−ε∆φ+
1
ε

G′(φ).

Two well known equations are the Allen-Cahn equation

∂tφ=−δE
δφ

⇒ ∂tφ=ε∆φ− 1
ε

G′(φ)

and the Cahn-Hilliard equation

∂tφ=−∇·j, j=−∇δE
δφ

⇒ ∂tφ=∆
(
−ε∆φ+

1
ε

G′(φ)
)

.

The phase-field approximation for the isotropic version of (2.7) reads

∂tφ=∇·
(

ν
1
ε

B(φ)∇
(
−ε∆φ+

1
ε

G′(φ)+b∂tφ
))
−k

(
−ε∆φ+

1
ε

G′(φ)+b∂tφ
)

or rewritten as a system of two 2nd order equations

∂tφ=∇·(ν
1
ε

B(φ)∇µ)−kµ, (3.3)

b∂tφ=ε∆φ− 1
ε

G′(φ)+µ, (3.4)
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with ν, k, b non-negative constants, and the mobility function

B(φ)=36φ2(1−φ)2,

which restricts the diffusion to the diffuse interface. We consider the following special
cases:

• ν=0, b=0 ⇒ Allen-Cahn equation

∂tφ= k
(

ε∆φ− 1
ε

G′(φ)
)

;

• k=0, b=0 ⇒ degenerate Cahn-Hilliard equation

∂tφ=∇·
(

ν
1
ε

B(φ)∇µ
)

,

0=ε∆φ− 1
ε

G′(φ)+µ;

• k=0, ν=∞ ⇒ non-local Allen-Cahn

b∂tφ=ε∆φ− 1
ε

G′(φ)+
1
ε

∫
Ω G′(φ)dx∫

Ω 1dx
;

• k=0 ⇒ viscous degenerate Cahn-Hilliard equation

∂tφ=∇·
(

ν
1
ε

B(φ)∇µ
)

,

b∂tφ=ε∆φ− 1
ε

G′(φ)+µ;

• ν=0 ⇒ Allen-Cahn equation

(1
k
+b

)
∂tφ=ε∆φ− 1

ε
G′(φ).

The above equations formally converge for ε→0 to the following sharp interface laws:

• Allen-Cahn equation ⇒ V =−kH, see Evans et al. [38];

• degenerate Cahn-Hilliard equation ⇒ V =∇Γ ·(ν∇ΓH), see Cahn et al. [19];

• non-local Allen-Cahn ⇒ bV =−(H−c), see Rubinstein and Sternberg [104];

• viscous degenerate Cahn-Hilliard equation ⇒ V =∇Γ ·(ν∇Γ(H+bV)), see
Elliott and Garcke [35];

• Allen-Cahn equation ⇒ ( 1
k +b)V =−H, Evans et al. [38].
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More recent investigations on the case of surface diffusion indicate that the system

∂tφ=∇·
(

ν
1
ε

B(φ)∇µ
)
−kµ, (3.5)

bg(φ)∂tφ=ε∆φ− 1
ε

G′(φ)+µ, (3.6)

with
g(φ)≈φ2(1−φ)2

might even give a better asymptotic behavior than the standard approach in Eqs. (3.3)-
(3.4), see Rätz et al. [97] and Müller-Gugenberger et al. [87].

For numerical approach for phase-field models we again refer to McFadden [83] and
the references therein. Especially for the Allen-Cahn equation also a posteriori error es-
timates have been derived by Kesser et al. [64] and the convergence of adaptive finite
element solutions to the solution for mean curvature flow could be shown by Feng and
Prohl [39].

We will modify an approach for the degenerate Cahn-Hilliard equation to numeri-
cally solve Eqs. (3.3)-(3.4). Therefore we introduce a semi-implicit time-discretization, in
which we linearize the double well as

G′(φm+1)≈G′(φm)+G′′(φm)(φm+1−φm)

=G′′(φm)φm+1+G′(φm)−G′′(φm)φm

and obtain the following weak formulation

∫

Ω

φm+1−φm

τm
ψ dΩ=−

∫

Ω
ν

1
ε

B(φm)∇µm+1 ·∇ψ dΩ−
∫

Ω
kµm+1ψ dΩ,

∫

Ω
b

φm+1−φm

τm
ψ dΩ=−

∫

Ω
ε∇φm+1 ·∇ψ dΩ−

∫

Ω

1
ε

G′′(φm)φm+1ψ dΩ

+
∫

Ω

1
ε
(G′(φm)−G′′(φm)φm)ψ dΩ+

∫

Ω
µm+1ψ dΩ,

with test functions ψ∈R3. The system is now linear in the unknowns φm+1 and µm+1 and
is discretized in space by linear finite elements.

Adaptivity in space and time is used in all simulations. Fig. 7 shows the same problem
as considered in Fig. 4. Here the 1

2 -level-set of φ is shown for k = 0, b = 0.001 and ν = 1.
The results nicely agree with those of the front tracking approach. The pinch-off time
deviates by only 7.8% compared to the pinch-off reported by Bänsch et al. [6].

To demonstrate the importance of the kinetic coefficient b, we perform the same sim-
ulations but with an enhanced value of b. The evolution qualitatively changes if we
increase the dependence of the kinetic coefficient. With k=0, b=0.1 and ν=1 there is no
pinch-off, see Fig. 8.
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Figure 7: Phase-field approximations of surface evolution due to surface diffusion. Simulations performed by A.
Rätz [96].

3.2.2 Weak anisotropic surface free energy

To consider the evolution in the anisotropic situation requires some care. Typically the
energy is rewritten as [65]

E[φ]=
∫

Ω

ε

2
|γ∇φ|2+

1
ε

G(φ)dΩ, (3.7)

with
γ=γ(n), n=−∇φ/|∇φ|.
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Figure 8: Phase-field approximations of surface evolution due to surface diffusion with kinetics. Simulations
performed by A. Rätz [96].

In order to ensure the existence of the energy we assume for the one-homogeneous ex-
tension of γ

γ0(p)=γ
(
− p
|p|

)
|p|, if p 6=0

and γ0(0)=0. The corresponding phase-field approximation then reads

∂tφ=∇·
(

ν̃
1
ε

B(φ)∇µ
)
− k̃µ, (3.8)

b̃∂tφ=ε∇·(γ∇φ+γ|∇φ|2∇∇φγ
)− 1

ε
G′(φ)+µ, (3.9)

OPEN ACCESS

DOI https://doi.org/2009-CiCP-7688 | Generated on 2024-12-22 01:56:48



B. Li, J. Lowengrub, A. Rätz and A. Voigt / Commun. Comput. Phys., 6 (2009), pp. 433-482 455

with ν̃ = ν/γ, k̃ = k/γ, b̃ = b/γ rescaled anisotropic coefficients. See Rätz et al. [97] for
an asymptotic expansion to show the convergence to the sharp interface limit if k = 0.
Other approaches in which either only an anisotropy in γ or b have been considered
can be found in McFadden et al. [84], Cahn and Taylor [21] and Uehara and Sekerka
[130], respectively. Faceted interfaces were considered using a phase-field approach by
Debierre et al. [26].

The numerical approach is similar to the isotropic case:
∫

Ω

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
ν̃(nm)

1
ε

B(φm)∇µm+1 ·∇ψ dΩ−
∫

Ω
k̃(nm)µm+1ψ dΩ,

∫

Ω
b̃(nm)

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
ε(γ(nn)∇φm+1+γ(nm)|∇φm|2∇∇φγ(nm))·∇ψ dΩ

−
∫

Ω

1
ε

G′′(φm)φm+1ψ dΩ+
∫

Ω

1
ε
(G′(φm)−G′′(φm)φm)ψ dΩ+

∫

Ω
µm+1ψ dΩ.

All additional nonlinear terms, introduced by the anisotropy functions, are treated in an
explicit way.

Figure 9: Diffuse interface approximation of surface evolution due to kinetic surface diffusion. Simulations
performed by A. Rätz [97].

Fig. 9 shows the evolution of the 1/2 level-set of φ from a sphere towards the Wulff
shape if

γ(n)=1+0.3
3

∑
i=1

n4
i ,

k = 0, b = 1 and ν = 1. One drawback of this classical way to incorporate anisotropy in
the phase-field model, is that the width of the diffuse interface depends on the interface
orientation, e.g. n. Even if this may be physically correct on an atomistic scale, using the
phase-field approach as a numerical tool with a larger interface thickness, the variable
interface thickness introduces incompatibility between anisotropic and isotropic compo-
nents of the system. One consequence is that this formulation requires the rescaling of
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the coefficients in Eqs. (3.8)-(3.8). This becomes particularly complicated when the phase-
field approximation of the Willmore energy is incorporated, as described below.

An alternative way to incorporate anisotropy has recently been proposed by Torabi et
al. [127]. Comparing the sharp interface and diffuse interface free energy in the isotropic
situation

E[Γ]=
∫

Γ
1dΓ and E[φ]=

∫

Ω
1
(ε

2
|∇φ|2+ 1

ε
G(φ)

)
dΩ.

Note that ( ε
2 |∇φ|2+ 1

ε G(φ)dΩ can be interpreted as an approximation of the area element
dΓ. Thus an appropriate relation in the anisotropic situation reads

E[Γ]=
∫

Γ
γ(n)dΓ and E[φ]=

∫

Ω
γ(n)

(ε

2
|∇φ|2+ 1

ε
G(φ)

)
dΩ,

with n=−∇φ/|∇φ| in the diffuse interface free energy formulation. The evolution equa-
tion based on this energy now reads

∂tφ=∇·
(

ν
1
ε

B(φ)∇µ
)
−kµ, (3.10)

b∂tφ=ε∇·(γ∇φ)+∇·
((ε

2
|∇φ|2+

1
ε

G(φ)
)
∇∇φγ

)
− 1

ε
γG′(φ)+µ. (3.11)

A matched asymptotic analysis for surface diffusion (k = 0, b = 0 and ν = 1) is shown in
Torabi et al. [127]. In contrast to the previous formulation no rescaling of the anisotropy
functions k, b and ν is required. Furthermore the formulation ensures a constant diffuse
interface width, only depending on ε.

For the numerical treatment we again use a semi-implicit time-discretization in which
all anisotropy functions are treated explicitly

∫

Ω

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
ν(nm)

1
ε

B(φm)∇µm+1 ·∇ψ dΩ−
∫

Ω
k(nm)µm+1ψ dΩ,

∫

Ω
b(nm)

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
εγ(nn)∇φm+1 ·∇ψ dΩ+

∫

Ω

(ε

2
|∇φm|2+ 1

ε
G(φ)

)
∇∇φγ(nm)·∇ψ dΩ

−
∫

Ω

1
ε

γ(nn)G′′(φm)φm+1ψ dΩ+
∫

Ω

1
ε

γ(nn)
(

G′(φm)−G′′(φm)φm
)

ψ dΩ+
∫

Ω
µm+1ψ dΩ.

3.2.3 Strong anisotropic surface free energy

To derive a phase-field approximation for Eqs. (2.15)-(2.16) we first need to generalize the
free energy in (3.7) and add an appropriate approximation for the curvature regulariza-
tion term. Proposed diffuse interface approximations for the Willmore energy go back to
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DiGiorgi [42]. An appropriate form would read

Ereg[φ]=
1
2

∫

Ω

(
−ε∆φ+

1
ε

G′(φ)
)2(ε

2
|φ|2+

1
ε

G(φ)
)

dΩ, (3.12)

where (−ε∆φ+ 1
ε G′(φ))2 gives an approximation of H2 and

ε

2
|γφ|2+ 1

ε
G(φ)dΩ

approximates the area element dΓ. An alternate approach has been used by Biben and
Misbah [10], see also [9,59], where the curvature is calculated directly by H=∇·n and the
integrand of Eq. (3.12) is replaced by H2|∇φ| where |∇φ| approximates the area element
dΓ. Another related regularization of the strongly anisotropic phase-field system consists
of replacing Ereg above by δ2/2

∫
Ω |∆φ|2 dΩ. This Laplacian-squared regularization was

investigated by Wise et al. [138], Wheeler [134] and Wise et al. [137].
In Loretti and March [78], Du et al. [31] and Rösler and Schätzle [101] it is shown that

the energy can be simplified to

Ereg[φ]=
1
2

∫

Ω

1
ε

(
−ε∆φ+

1
ε

G′(φ)
)2

dΩ,

which leads to the following evolution equation for a diffuse interface approximation of
Willmore flow

∂tφ=∆ω− 1
ε2 G′′(φ)ω,

ω =−ε∆φ+
1
ε

G′(φ),

and of conserved Willmore flow

∂tφ=∇·
(1

ε
B(φ)∇µ

)
,

µ=−∆ω+
1
ε2 G′′(φ)ω,

ω =−ε∆φ+
1
ε

G′(φ).

A matched asymptotic analysis for the first equation showing the convergence to Eq. (2.4)
was given by Loreti and March [78]. The DiGiorgi approach has an advantage over the
Biben and Misbah approach in that the DiGiorgi energy explicitly forces the phase-field
function to acquire its asymptotic form to a higher order in ε. That is,

φ∼q(d/ε)+O(ε2),

where q is the transition function across the diffuse interface (e.g. hyperbolic tangent)
and d is the signed distance to the interface [31]. The corresponding dynamics using
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the Laplacian-squared regularization [134, 137, 138] does not converge to Willmore flow
because the Laplacian of φ does not fully approximate the interface curvature.

A naive approach to an appropriate free energy thus would be to add the two energies

Eα[φ]= E[φ]+α2Ereg[φ],

as proposed by Rätz et al. [97]. A matched asymptotic analysis of the resulting equations
however fails to converge to (2.15)-(2.16). This is because of the incompatibility between
the anisotropic (surface energy) and the isotropic (Willmore energy) components of the
energy. In particular, the Willmore energy forces the interface thickness to be uniform
which is incompatible with the original form of the anisotropic surface energy. To get the
asymptotics right the anisotropy has to be incorporated also in Ereg[φ]. An appropriate
form for the energy suggested by Röger [100] then reads

Eα[φ]=
∫

Ω

ε

2
|γ∇φ|2+ 1

ε
G′(φ)+

α2

2
1

γε

(
−γε∆φ+

1
γε

G′(φ)
)2

dΩ.

An alternative method is to follow the idea of Torabi et al. [127] and use

Eα[φ]=
∫

Ω
γ(n)(

ε

2
|∇φ|2+

1
ε

G(φ))+
α2

2
1
ε

(
−ε∆φ+

1
ε

G′(φ)
)2

dΩ,

which does not require a rescaling of the Willmore energy and thus leads to the much
simpler set of evolution equations

∂tφ=∇·
(

ν
1
ε

B(φ)∇µ
)
−kµ, (3.13)

b∂tφ=ε∇·(γ∇φ)+∇·
(
(

ε

2
|∇φ|2+

1
ε

G(φ))∇∇φγ
)

− 1
ε

γG′(φ)+µ+α2
(

∆ω− 1
ε2 G′′(φ)ω

)
, (3.14)

ω =−ε∆φ+
1
ε

G′(φ). (3.15)

In Torabi et al. [127] a matched asymptotic analysis shows the convergence to Eqs. (2.15)-
(2.16) as ε→0.

The numerical approach now reads

∫

Ω

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
ν(nm)

1
ε

B(φm)∇µm+1 ·∇ψ dΩ−
∫

Ω
k(nm)µm+1ψ dΩ,
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∫

Ω
b(nm)

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
εγ(nm)∇φm+1 ·∇ψ dΩ+

∫

Ω

(ε

2
|∇φm|2+

1
ε

G(φ)
)
∇∇φγ(nm)·∇ψ dΩ

−
∫

Ω

1
ε

γ(nm)G′′(φm)φm+1ψ dΩ+
∫

Ω

1
ε

γ(nm)
(

G′(φm)−G′′(φm)φm
)

ψ dΩ

+
∫

Ω
µm+1ψ dΩ−

∫

Ω
α2∇ωm+1 ·∇ψ dΩ−

∫

Ω
α2 1

ε2 G′′(φm)ωm+1 dΩ,
∫

Ω
ωm+1ψ dΩ

=
∫

Ω
ε∇φm+1 ·∇ψ dΩ+

∫

Ω

1
ε

G′′(φm)φm+1ψ dΩ+
∫

Ω

1
ε

(
G′(φm)−G′′(φm)φm

)
ψ dΩ.

The system can be solved by linear finite elements using adaptivity in space and time
and a multigrid method to solve the linear equations.

In Fig. 10, the evolution of a sphere towards the Wulff shape is shown using the adap-
tive finite difference method described in [127] for the strongly anisotropic system with
b = k = 0. It can be shown [117, 127] that by decreasing α the solutions converge to the
Wulff shape in Fig. 2. In Fig. 11, the thermal faceting and subsequent coarsening of
strongly anisotropic film in an unstable orientation is shown. In both of these simula-
tions, the rounding of corners and edges is clearly visible. Within the film evolution we
observe first the nucleation of facets as a result of the decomposition process. The subse-
quent coarsening is a result of the edge energy associated with the α2

2 H2 term, which is
reduced if the number of transitions between the stable facet orientations is reduced.

3.3 The level-set approach

The level-set method, first introduced in [90], is a computational technique for tracking
evolving surfaces. The starting point of this method is to describe a moving surface
Γ = Γ(t) at time t implicitly as the 0 level-set of an auxiliary function φ = φ(x,t), i.e.,
Γ(t)={x : φ(x,t)=0}. For instance, if Γ is a three-dimensional surface (such as a sphere)
then the function φ(x,t) at any time t is a function defined on the three-dimensional
space, i.e., x has three coordinates. We shall call φ a level-set function of Γ. This level-set
function evolves according to

∂tφ+V‖∇φ‖=0,

where V is the normal velocity. This basic equation, often called the level-set equation,
can be derived by simply taking the time derivative of the equation φ(x(t),t)= 0, using
the chain rule and the definition of normal velocity. The normal velocity V needs to be
extended off the surface so that the level-set equation can be solved in an appropriate
space domain.
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Figure 10: Evolution towards the Wulff shape. Top: the 0.5 isosurface of φ. Bottom: a slice through the center
showing the 0.5 contour line. Simulations are performed by S. Torabi [127].

Figure 11: Thermal faceting of an unstable orientation and subsequent coarsening of surface structures. Simu-
lations are performed by S. Torabi [127].
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3.3.1 Isotropic evolution

The normal and the mean curvature can be expressed as n = ∇φ/|∇φ| and H = ∇·
∇φ/|∇φ|, respectively. Using this, and

V =− ∂tφ

‖∇φ‖ and ∇Γ ·(ν∇Γµ)=
1

‖∇φ‖∇·(νP∇φ∇µ)

with P∇φ = I−n⊗n, we can reformulate Eq. (2.7) in the isotropic case, to obtain

−∂tφ=∇·(ν‖∇φ‖P∇φ∇µ)−k‖∇φ‖µ,

−b
∂tφ

‖∇φ‖ =−∇· ∇φ

‖∇φ‖+µ,

which gives a 4th-order equation for φ.
Levelset formulations for mean curvature flow and surface diffusion have been dis-

cussed in [25, 114]. Following the approach of [25] a semi-implicit time-discretization for
the level-set formulation reads

−
∫

Ω

φm+1−φm

τm
ψ dΩ=−

∫

Ω
ν‖∇φn‖P∇φ∇µm+1 ·∇ψ dΩ−

∫

Ω
k‖∇φm‖µm+1ψ dΩ,

∫

Ω

b
‖∇φm‖

φm+1−φm

τm
ψ dΩ=−

∫

Ω

∇φm+1

‖∇φm‖ ·∇ψ dΩ−
∫

Ω
µm+1ψdΩ.

The resulting system is linear in the unknowns φm+1 and µm+1 and can be discretized in
space by linear finite elements. Adaptivity in space and time is used to ensure efficient
computation. The resulting system is solved by a Schur complement approach, see [25]
for details. Fig. 12 shows the evolution towards a sphere if k=0, b=0 and ν=1.

Figure 12: Levelset computation of surface evolution due to surface diffusion. Simulations performed by C.
Stöcker [13].
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3.3.2 Weak anisotropic surface free energy

An extension to the anisotropic situation reads

−
∫

Ω

φm+1−φm

τm
ψ dΩ=−

∫

Ω
ν(nm)‖∇φn‖P∇φ∇µm+1 ·∇ψ dΩ

−
∫

Ω
k(nm)‖∇φm‖µm+1ψ dΩ,

∫

Ω

b(nm)
‖∇φm‖

φm+1−φm

τm
ψ dΩ=−

∫

Ω
γz

( ∇φm

‖∇φm‖
)
·∇ψ dΩ−

∫

Ω
µm+1ψdΩ.

Again the additional non-linear terms are treated explicitly. We further add, as in the
front tracking approach, a stabilization term to the right hand side

+
∫

Ω

λ

‖∇φm‖γ
( ∇φm

‖∇φm‖
)
(∇φm+1−∇φm)·∇ψ dΩ,

which reduces for λ=1 and an isotropic situation to the semi-implicit formulation in the
isotropic case. The stabilization term was first introduced in [28]. The formulation is
again linear and can be solved along the lines as the isotropic case. For a computational
example see Fig. 13. It should be noted, also the level-set formulation does not require the
surface free energy density to be smooth as the weak form uses only the first derivative.

3.3.3 Strong anisotropic surface free energy

To derive a level-set representation of Eqs. (2.15)-(2.16) we follow Burger et al. [13] and
combine the previous formulation with a level-set approach for Willmore flow intro-
duced by Droske and Rumpf [30]. The weak form then reads

−
∫

Ω
∂tφψ dΩ=−

∫

Ω
ν(n)‖∇φ‖P∇φ∇µ·∇ψ dΩ−

∫

Ω
k(n)‖∇φ‖µψ dΩ,

∫

Ω

b(n)
‖∇φ‖∂tφψ dΩ=−

∫

Ω
γz

( ∇φ

‖∇φ|
)
·∇ψ dΩ−

∫

Ω
µψdΩ

+
∫

Ω

α2

2
(ω)2

‖∇φ‖3∇φ·∇ψdΩ+
∫

Ω
α2 1
‖∇φ‖P∇φ∇ω ·∇ψdΩ,

∫

Ω

ω

‖∇φ‖ψ dΩ=
∫

Ω

∇φ

‖∇φ‖ ·∇ψ dΩ,

and splits the 6th order equation into a system of 2nd order problems for φ, µ and ω.
The convexity splitting approach introduced by Burger et al. [13], and studied in more
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Figure 13: Levelset computation of surface evolution due to anisotropic surface diffusion. Simulations performed
by C. Stöcker [13].

detail by Burger et al. [14], now leads to a semi-implicit time-discretization of the form

−
∫

Ω

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
ν(nm)‖∇φm‖P∇φ∇µm+1 ·∇ψ dΩ−

∫

Ω
k(nm)‖∇φm‖µm+1ψ dΩ,

∫

Ω

b(nm)
‖∇φm‖

φm+1−φm

τm
ψ dΩ

=−
∫

Ω
γz

( ∇φm

‖∇φm‖
)
·∇ψ dΩ+

∫

Ω

λ

‖∇φm‖γ
( ∇φm

‖∇φm‖
)
(∇φm+1−∇φm)·∇ψ dΩ

−
∫

Ω
µm+1ψdΩ+

∫

Ω

α2

2
(ωm)2

‖∇φm‖3∇φm+1 ·∇ψdΩ

+
∫

Ω
α2 1
‖∇φm‖∇ωm+1 ·∇ψdΩ−

∫

Ω
α2∇ωm ·∇φm

‖∇φm‖3 ∇φm ·∇ψdΩ,

∫

Ω

ωm+1

‖∇φm‖ψ dΩ=
∫

Ω

∇φm+1

‖∇φm‖ ·∇ψ dΩ,

which uses the same stabilizing term as the weakly anisotropic formulation.
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Figure 14: Convergence towards the Wulff shape. Simulations are performed by C. Stöcker [13].

Figure 15: Spinodal decomposition of unstable orientation into pyramidal structure with stable orientations and
subsequent coarsening. Simulations are performed by C. Stöcker [13].

We now chose γ such that

γ(n)=1+
3

∑
i=1

n4
i .

Fig. 14 shows the evolution of a sphere towards the Wulff shape under surface diffusion
k=0, b=0 and ν=1. The second example shows the evolution of an initially planar film
in an unstable orientation which is randomly perturbed, cf. Fig. 15.

3.4 Comparison of the numerical approaches and limitations

All approaches described above can be used to simulate anisotropic surface evolution
laws and the results are comparable. The front tracking method thereby is the most ef-
ficient but it has a severe drawback when it comes to topological changes. The compu-
tational cost for the phase-field and level-set approaches are comparable. Due to the use
of adaptive methods the computational overhead for these methods, resulting from the
need to solve the equation in d+1 dimensions, is significantly reduced. Using the phase-
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field model to simulate the pinch off under surface diffusion leads to results that compare
well with the front tracking approach, with the significant difference that the phase-field
model can handle the topological change. With the level-set approach we were unable
to achieve such a good quantitative agreement. The failure is due to loss of mass in each
time step after performing a redistancing step. As the level-set equation does not satisfy
a comparison principle our approach can only be interpreted in a local sense. Thus, the
level-set function satisfies the PDE only at the zero level-set. This property of locally de-
fined partial differential equations allows us to use special local level-set techniques to
solve the level-set equation on a narrow band, cf. e.g. [91]. On the other hand, the level-
set function needs to be reinitialized to a signed distance function; and this introduces a
systematic loss of mass for closed domains. A smaller enclosed volume, however, leads
to a different pinch-off time. The algorithm used to perform the redistancing step fol-
lows the approach in Bornemann and Rasch [11] and Stöcker et al. [119]. Higher order
schemes, or incorporating additional techniques (e.g., [122,140]) to conserve mass, might
be able to overcome the described problem. They are, however, beyond the scope of this
paper.

All the approaches allow the use of anisotropies in the free energy density which
are not smooth. None of the approaches requires a second derivative of γ. The only
requirement is thus convexity as otherwise the evolution equation becomes ill-posed, if
no regularization is imposed.

These statements remain true also for the strong anisotropy. All the approaches are
in principle able to produce the same results. If in specific applications the topological
change is not very important, then the front tracking approach by parametric finite el-
ements can be the method of choice. However, the discretization of the Willmore flow
component results in severe problems if no further treatment is applied to ensure grid
regularity. As the algorithm moves grid points only in normal direction, they can be-
come irregular. In the case of weakly anisotropic evolution, this was taken care of by
applying a tangential movement to regularize the surface mesh following the approach
of Bänsch et al. [6]. With the Willmore energy this was found to be no longer sufficient.

A different algorithm for Willmore flow, which accounts for normal and tangential
movements was recently introduced by Barrett et al. [8]. However, also in this case it
can not be guaranteed that the mesh remains regular. Another possibility is to use a
harmonic map from the surface into the sphere, for which a regular grid can be con-
structed, and then use the inverse mapping to map the regular grid onto the surface. All
these approaches add computational complexity and weaken the advantages of the di-
rect front tracking approach. The derivation of the phase-field approach requires some
deep understanding of the relation of sharp interface and diffuse interface models with
anisotropy. Starting from a physically motivated incorporation of the surface free en-
ergy anisotropy into the gradient term of the free energy results in a very complicated
set of evolution equations. Incorporating the anisotropy in the way proposed by Torabi
et al. [127] leads to a meaningful 6th order evolution law for the phase-field variable.
The level-set approach can be derived by simply combining the discretizations for weak
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anisotropic evolution and Willmore flow. The problems discussed above, concerning the
conservation of mass if reinitialization is required, remain.

4 Applications to crystalline thin films

We now apply the derived geometric evolution laws to various scenarios of the growth
of bulk crystals or thin solid films. Accordingly, the applications determine the mass
transport mechanisms and the surface evolution may be coupled to bulk effects.

All the described numerical approaches can treat the surface evolution by different
mass transport mechanisms with a large variety of anisotropy functions. A non-convex
surface free energy γ can be used to model thermal faceting of unstable surfaces. A strong
anisotropy in the kinetic coefficient b furthermore allows the simulation of faceting as
a result of kinetics, see Uehara and Sekerka [130]. In various situations the evolution,
however, might be dominated by the anisotropy in the mobility ν, as seen for example in
Krug et al. [70].

The surface evolution not only depends on the specific mass transport mechanisms,
the evolution also depends sensitively on the functional from and strength of the vari-
ous anisotropy functions. A key ingredient for any application is thus the knowledge
of the material parameters. The derivation of material-specific forms for the anisotropy
functions from atomistic models has only recently become possible. Most of the effort
however has been on the estimation of γ. Starting with the work of Asta et al. [3], who
measured γ(n) for various orientations in molecular dynamic simulations of solid-liquid
interfaces, the strength of the anisotropy in γ is today known for several materials. The
functional form, however, remains phenomenological. Haxhimali et al. [52] show the
importance of the functional form in dendritic evolution. And only recently efforts have
been made to derive a material-specific functional form for γ from atomistics, see Ma-
janiemi and Provatas [79]. The functional form and strength of the anisotropy in b, k and
ν are less understood. However, similar techniques as used by Asta et al. [3] can also be
used to determine the kinetic coefficients, see, e.g., Hoyt et al. [58] and new techniques
to measure the strength of ν were recently developed by Trautt et al. [128]. Thus, to-
gether with experimental measurements for various orientations, a complete picture is
developing which will make material-specific simulations of phase transitions possible.

Realistic simulations of growth phenomena and crystal morphologies require contri-
butions from the bulk phases, which might change the coarsening behavior of faceted
surface structures, see [43,48], and which might further lead to mound formation as a re-
sult of an Ehrlich-Schwoebel barrier (Bales-Zangwill instability), see [5,34,108,132], or to
surface modulations as a result of the Asaro-Tiller-Grinfeld instability, see [2, 45, 115, 116,
118]. The former requires a deposition flux and the latter requires an elastically stressed
film, e.g. due to an elastic misfit between film and substrate. We discuss these instabilities
for different thin film growth regimes.
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4.1 Chemical vapor deposition

Chemical vapor deposition (CVD) is a chemical process used to produce high-purity,
high-performance solid materials. The process is often used in the semiconductor indus-
try to produce thin films. In a typical CVD process, the substrate is exposed to one or
more volatile precursors, which react and/or decompose on the substrate surface to pro-
duce the desired deposit. The flux of material on a growing crystal surface is from the
diffusion boundary layer whose shape follows the shape of the surface. In this case, the
material flux is normal to the surface and significantly changes the surface dynamics.

Within a simplified model we assume the deposition flux to be given

F= j·n.

For more realistic treatments j needs to be computed by solving appropriate convection-
reaction-diffusion equations to account for the mass transport in the growth chamber. If
we set for simplicity ν = 1 and b = 0 the equation to solve for a strong anisotropic free
energy density γ reads

V =∆Γµ+F,

0=−Hγ+α2
(

∆ΓH+H
(‖S‖2− 1

2
H2))+µ.

By reformulating the evolution equation in a graph formulation for h = h(x,y,t), using a
frame of reference co-moving with the flat interface at speed F, and performing a long-
wave approximation, we obtain (see Savina et al. [106])

∂th=
1
2

D|∇h|2+∆
(
∆h+α2∆2h−(3h2

x+βh2
y)hxx−(3h2

y+βh2
x)hyy−4βhxhyhxy

)
,

where D depends on F and β is related to γ. All nonlinear terms related to the curvature
regularization are neglected.

The surface dynamics includes an additional, symmetry-breaking convective term
that describes the effect of the normal growth. For a one-dimensional surface the equation
can be rewritten for the surface slope, m=hx, as

∂tm=(mxx+m−m3)xxxx+Dmmx, (4.1)

which is a higher order convective Cahn-Hilliard equation. Depending on D the dynamic
evolution changes dramatically. When D is small, coarsening occurs. As D increases,
coarsening is interrupted and spatio-temporal chaos occurs for large D.

Numerical studies in these regimes have been performed by Savina et al. [106]. The
long-wave approximation, however, is based on small variations in surface orientation.
This introduces a clear limit to the quantitative predictive power of theory in relation
to large classes of experimentally observed morphologies, such as facets which meet at
high angles of incidence. Detailed coarsening studies within the full geometric setting
are shown in Fig. 16. The figure shows the position of kinks (hills, red) and antikinks
(valleys, cyan) over time.
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Figure 16: Morphological evolution of hill-valley structures under the influence of a normal deposition flux:
(left) F = 0.01, (middle) F = 0.1, (right) F = 10. The simulations are performed by F. Haußer using the front
tracking code described in Section 3.1.

4.2 Molecular beam epitaxy

Molecular beam epitaxy (MBE) is a frequently used technique to grow thin solid films
on a given substrate [7, 92, 129]. MBE takes place in an ultra vacuum chamber with the
deposition of atoms through molecular beams. Chemical bonding leads to flux atoms
to be adsorbed on the substrate or the surface of a growing thin film. The microscopic
processes of the absorbed atoms—adatoms—include: diffuse on the surface, evaporate
into the vapor usually with small probability, attach to and/or detach from a terrace step,
and nucleate a small adatom island. Due to a continuous deposition flux, the growth
system is far from equilibrium.

There are two general classes of continuum models of epitaxial growth of thin films.
One is the so-called BCF type model which was first developed by Burton-Cabrera-Frank
[15]. Such a model consists of diffusion equation for adatom density and moving terrace
steps driven by the chemical potential difference from the upper and lower terraces. See
e.g., [5, 16, 17, 41, 60, 67, 77, 85, 92–94, 135] and the references therein. Another class of
continuum models often consist of partial differential equations of the height profile of
the thin films. Often such a height profile of a thin film surface is assumed to have a small
slope and various kinds of approximations can then be made. Such models are useful for
analytical studies and large scale simulations of the growth and morphologies of thin
films, in particular, the coarsening of pyramid structures on the surface of a growing
film, see, e.g., [7, 33, 44, 61, 63, 66, 68, 73–75, 81, 86, 92, 102, 103, 112, 132, 133, 139].

Here we consider the second class of continuum models for thin films but try to avoid
the small slope assumption. We connect our new model development with the numeri-
cal methods for surface evolution described in the previous sections. We shall consider
particularly two physical mechanisms. One is the Ehrlich-Schwoebel barrier, which is the
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origin of the Bales-Zangwill instability, and the other elastic misfit which is the origin of
the Asaro-Tiller-Grinfeld instability.

4.2.1 The Ehrlich-Schwoebel barrier

The Ehrlich-Schwoebel (ES) barrier (see Ehrlich and Hudda [34], Schwoebel and Shipsey
[108], and Schwoebel [107]) is an important kinetic effect that has been well documented
experimentally and well studied theoretically. In order to attach to an atomic step, an
adatom from an upper terrace must overcome an energy barrier—the Ehrlich-Schwoebel
barrier—in addition to the diffusion barrier on an atomistically flat terrace. The ES barrier
generates an uphill current that destabilizes nominal surfaces (high-symmetry surfaces),
but stabilizes vicinal surfaces (stepped surfaces that are in the vicinity of high-symmetry
surfaces) with a large slope, preventing step bunching [132]. The ES barrier is the origin
of the Bales-Zangwill instability, a diffusional instability of atomic steps [5], cf. also [76].
The ES barrier also affects island nucleation [69]. When the ES barrier is present, the film
surface prefers a large slope. The competition between this large-slope preference and
the surface relaxation determines the large-scale surface morphology and growth scaling
laws [1, 44, 61, 73, 75, 95, 102, 113, 132].

In a basic coarse grained model for epitaxial growth of thin films with the ES barrier,
the surface current often takes the form

j= jSD+jES,

where jSD describes the current due to the surface diffusion and jES the effect of the ES
barrier. The surface diffusion current is usually given by

jSD =−∇Γ(ν∆ΓH),

where ν is the surface mobility and H is the mean curvature of the growing surface.
Anisotropy in the surface diffusion can be incorporated as usual. Various forms of the
ES current jES have been proposed, cf. Villain [132], Johnson et al. [61], and Stroscio et
al. [121]. These forms are given in terms of the surface slope m, and have the following
properties: (i) a linear behavior at small slopes, and (ii) jES =0 if F=0.

To connect the description of the ES current with our general theme of geometrical
evolution of surfaces with anisotropy, here we propose a general but phenomelogical
form of the surface current that accounts for the ES effect or other kinetic effects and
that includes the anisotropy. We specify jES through an effective nonconvex anisotropy
function β(n), using the Cahn-Hoffmann vector ξβ, with ξβ,i =∂pi β, as

jES = Fξβ.

This leads to ∇Γ ·jES = FHβ with Hβ =∇Γ ·ξβ a weighted mean curvature.
Neglecting surface diffusion anisotropy (e.g., ν=1), the evolution equation now reads

V =∆ΓH−FHβ+F.
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Assuming that the surface of a growing film is represented by a height function h =
h(x,y,t), and using a co-moving frame h→ h−Ft, then we may obtain a small slope ap-
proximation of the above evolution law

∂th=−∆2h+∇·W ′(∇h), (4.2)

where W(∇h) is defined by
ξβ =ηW ′(∇h)+O(η2),

with η an expansion parameter corresponding to the small slope. Appropriate forms for
W ′(∇h) are

W ′(∇h)=− ∇h
1+|∇h|2 , see [61, 111, 113, 121],

W ′(∇h)=− ∇h
|∇h|2 , see [132],

where the upper function models the effect of a finite ES barrier while the lower func-
tion models an infinite ES barrier. These corresponding equations have been studied in
detail and various numerical methods have been applied to simulate coarsening (see the
references above). Fig. 17 shows contour plots of the height profile h obtained by solving
Eq. (4.2) with the upper function W ′(h) (finite ES barrier, no slope selection) [75].

For one-dimensional surfaces we can use the approximation 1/(1+h2
x)∼ 1−h2

x and
rewrite the equation in terms of m=hx. We obtain

∂tm=(−mxx−m+m3)xx

which is a Cahn-Hilliard equation. The double well structure here arises from the kinet-
ics, and in particular, the ES flux. This is in contrast to the example in Eq. (4.1) in Section
4.1, where the same term arose from a strong surface free energy density.

4.2.2 Elastic misfit and the Asaro-Tiller-Grinfeld instability

To study the growth of thin crystalline films, the evolution laws in addition might have
to be coupled to an elastic field in the film. The elastic field is incorporated through the
bulk free energy density Ψ+, which we assume to be equal to the elastic energy density.
The evolution equations are

V =∇·(ν∇µ)+F,
bV =−Hγ+µ−Ψ+,

where (cf., e.g., [62, 71, 72])

Ψ+ =
1
2 ∑

i,j,k,l
(Eij−E0

ij)Cijkl(Ekl−E0
kl)

OPEN ACCESS

DOI https://doi.org/2009-CiCP-7688 | Generated on 2024-12-22 01:56:48



B. Li, J. Lowengrub, A. Rätz and A. Voigt / Commun. Comput. Phys., 6 (2009), pp. 433-482 471

5 10 15 20 25 30

5

10

15

20

25

30

x

y
(b) Stage B: t = 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

5 10 15 20 25 30

5

10

15

20

25

30

x

y

(d) Stage D: t = 5.5

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

5 10 15 20 25 30

5

10

15

20

25

30

x

y

(e) Stage E: t = 8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

5 10 15 20 25 30

5

10

15

20

25

30

x

y

(f) Stage F: t = 30

−1

−0.5

0

0.5

1

Figure 17: Contour plots of height profiles h, the solution to Eq. (4.2) with W ′(h) =− ∇h
1+|∇h|2 (no slope

selection) [74].

with Cijlk the stiffness tensor, Eij = 1
2( ∂ui

∂xj
+ ∂uj

∂xi
) the strain tensor, u the displacement field

and E0
ij = E0δij the misfit strain tensor, with E0 the coherency strain and δij the Kronecker

delta. The relation between stress and strain is given by

Tij =∑
k

∑
l

Cijkl(Ekl−E0
kl).

Thus, this system requires the additional solution of an elasticity equation

∇·T=0

for the stress field T in the film. In the simplest setting the boundary condition for the
stress field at the interface reads

T·n=0.

The elastic anisotropy is crucial in the formation of different surface morphologies of thin
films.
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Figure 18: ATG instability of a weakly, anisotropic growing film. Simulations are performed by A. Rätz [97].

The surface evolution now results from the competition between the surface and the
elastic energy. The elastic stress is known to lead to the Asaro-Tiller-Grinfeld instability
[2, 45, 115, 116, 118]. If the film is relatively thick, the result is essentially equivalent to
that of a stressed, semi-infinite solid. In the semi-infinite case, an initial planar surface is
unstable and evolves to form a cusp. In the presence of a substrate, the thin films evolve
to form islands or nanocrystals. In all simulation results the interface problem, however,
is simplified. For example, Fig. 18 shows simulation results within a phase-field setting
with a weak anisotropy in γ. A simulation with strong anisotropy, and using the square
of the Laplacian of φ as the regularization [138], is shown in Fig. 19.

Figure 19: ATG instability of a strongly anisotropic growing film on a patterned substrate with one inclusion.
Simulations are performed by S.M. Wise [138].

A detailed description of molecular beam epitaxy thus requires elastic misfit, ther-
mal faceting as a result of strong surface anisotropies, as well as kinetic effects due to
an Ehrlich-Schoebel barrier. All three effects lead to different surface instabilities and
their competition determines the final surface morphology. Further, a complete picture
requires the incorporation of composition gradients due to the presence of different con-
stituents arising from heteroepitaxy, which is beyond the scope of the article.
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4.3 Liquid phase epitaxy

Liquid phase epitaxy is a method to grow crystal layers from a melt on solid substrates.
The material, that is desired to be deposited on the substrate, is dissolved in the melt of
another material. At conditions that are close to the equilibrium between dissolution and
deposition, deposition on the substrate is slow and uniform. This allows the production
of very thin, uniform and high quality layers. The equilibrium conditions however de-
pend sensitively on the temperature and on the concentration of the dissolved material
in the melt. In order to model liquid phase epitaxy with our general approach we need
to specify the deposition flux F. Assuming µ=µ−, with µ− the chemical potential in the
fluid defined through µ− = ∂CΨ− with Ψ− the bulk free energy of the fluid and C the
concentration of the solution in the melt, we may define

F= j·n,

with j defined through the macroscopic equations in the melt. Neglecting flow in the
melt and assuming isothermal conditions, we may use Fick’s law to get

∂tC=−∇·j,
j=−D∇C,

with C the concentration of the solution in the melt. Neglecting surface diffusion in the
governing equations on the interface gives

V = j·n,
bV =−Hγ+µ−.

In the simplest linearized form one may obtain µ− = C0−C, with C0 an equilibrium
concentration. These are the classical interface conditions of mass conservation and the
Gibbs-Thomson relation. More detailed studies, however, require strong anisotropies in
the surface free energy, the inclusion of kinetic effects associated with the attachment-
detachment processes and the coupling of the evolution with the elastic field in the solid.

4.4 Electrodeposition

In electrodeposition, an electric field drives the deposition of a thin film on a substrate
from a melt. For example, a negative charge is placed on the substrate. Positively charged
metallic ions in the melt are attracted to the substrate which then provides electrons that
reduce the ions to metallic form. The method is very cost efficient and is a way to rapidly
grow thin films on large area substrates. Despite these advantages, electrodeposition is
not widely used in the preparation of functional thin films. One reason is that electro-
chemically grown films do not achieve the high-quality properties of systems prepared
by the previously described methods. This is primarily due to the fact that the properties
of the film depend sensitively on the deposition. Here, the deposition is mainly governed
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by diffusion, migration and convection, with convection mostly driven by Coulombic
forces due to local electric charges and by buoyancy forces due to concentration gradi-
ents. A better understanding of the role the deposition plays on the film morphology
might thus be a way to help to improve film properties. In order to model electrodepo-
sition with our general approach we need to specify the deposition F and its relation to
the ion flux. For example, as in liquid phase epitaxy, we may take

F= j·n

with the flux j defined through the macroscopic equations in the fluid given by (e.g., [82])

∂tC=−∇·j,
j=−µC∇φ−D∇C+Cv,

∆φ=
e
ε

zC,

∂tv+v·∇v=− 1
ρ0
∇p+ν∆v+

fe

ρ0
+

fg

ρ0
,

∇·v=0,

with C the concentration, z the number of charges per ion, µ the mobility, D the diffusion
coefficient of the ion. Further, φ is the electrostatic potential, e the electric charge, ε the
permeability of the medium, v the fluid velocity, p the pressure, ν the kinematic viscosity
and ρ0 a reference fluid density. The forcing functions due to Coulombic and buoyancy
forces are given by

fe = eEzC, fg =ρg,

where E is the electric field, g the gravitational acceleration and ρ the density defined
through the Boussinsq approximation

ρ=ρ0(1+α∆C).

Again neglecting surface diffusion in the governing equations on the interface and as-
suming µ = µ− give the same equations on the interface as in the case of liquid phase
epitaxy, namely

V = j·n,
bV =−Hγ+µ−.

As in the previously discussed cases, quantitative studies of the growth processes also
require the incorporation of additional effects such as surface energy anisotropy, kinetics,
elasticity, etc.
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5 Conclusions

We have presented a brief survey of the basic theory of geometrical evolution laws, finite-
element based numerical methods for the simulation of interfacial motion, and applica-
tions of the geometrical evolution models coupled with other physical effects to thin film
growth and morphologies.

The interface evolution laws we review here are variants of the motion by mean cur-
vature, the motion by mean curvature with a constrained volume and the motion by the
Laplacian of mean curvature. We have placed all these laws in a single, unifying frame-
work which corresponds to a descent dynamics of an effective surface free energy. We
pay a special attention to strong surface energy anisotropy.

We have reviewed the recent development of numerical methods and techniques for
various kinds interface motions. This includes the front tracking method, and the phase-
field and level-set methods. The most noticeable progress achieved has been the devel-
opment of the numerical methods for high order problems and for coupled systems. All
of these methods we have reviewed are based on the finite element approach. One reason
for using a finite element method is that the geometrical evolution laws are variational
in nature, and thus this approach may take advantage of weak formulation. Another po-
tential advantage of the finite element method for surface motion is that high accuracy
can be achieved when a body-fitted, conforming, finite element mesh is constructed. We
believe, however, that other methods of discretization, and in particular adaptive finite
difference methods, also have their advantages. There is a large literature on finite dif-
ference methods for front tracking, phase-field and level-set computations of interface
dynamics; this is beyond the scope of this review.

Finally we have reviewed some of the applications of geometrically based interface
models to study the growth and surface morphologies of thin crystalline films. We have
presented extensive numerical results that demonstrate that the existing numerical meth-
ods can capture qualitatively the physical properties of thin films.

While much progress has been made in the development of models, algorithms and
applications, there is much more work to be done. For example, rigorous mathematical
and numerical analyses are needed to guide the design of accurate and efficient numeri-
cal methods. In particular, the issue of high-order regularization, needed for strong sur-
face energy anisotropy, requires further investigation. Also, multiscale models of inter-
face dynamics in materials are needed that can link microscopic processes to larger scales
in order to provide accurate parameters and constitutive laws for macroscopic numerical
computations.
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