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Abstract

The aim of this paper is to solve numerically the inverse problem of reconstructing

small amplitude perturbations in the magnetic permeability of a dielectric material from

partial or total dynamic boundary measurements. Our numerical algorithm is based on the

resolution of the time-dependent Maxwell equations, an exact controllability method and

Fourier inversion for localizing the perturbations. Two-dimensional numerical experiments

illustrate the performance of the reconstruction method for different configurations even

in the case of limited-view data.
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1. Introduction and Presentation of the Inverse Problem

Inverse problems arise naturally in various areas of science and engineering and have many

applications, e. g. in medical imaging, nondestructive testing or underground prospection. The

control of the welding integrity of materials for example, is of the utmost importance for aero-

nautics and nuclear power safety. Several analytical and numerical studies have been devoted to

the detection of inhomogeneities in the conductivity, or more generally, in the electromagnetic

parameters of a body (see for example [2, 3, 7, 9, 11, 16, 29]). The localization procedure com-

bines an asymptotic formula for the perturbation of the electromagnetic field with an inversion

algorithm. The underlying direct problem is in general stationary or harmonic in time. In the

present paper we consider such an approach for the resolution of a time-dependent electromag-

netic inverse problem.

We focus on the numerical reconstruction of small amplitude perturbations in the elec-

tromagnetic parameters of a dielectric material from dynamic measurements on a part of the

boundary. These problems appear typically in nondestructive testing and quality control of

nonmetallic structures, for instance in the construction sector. In this context, reconstruction

methods that allow partial boundary data are very interesting because, in most experimental

settings, one does not have access to measurements on the whole boundary.

We apply an approach derived in [1]. Partial dynamic boundary measurements of the electric

field are the - synthetic or experimental - data of the inversion algorithm. An asymptotic formula
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expresses the effect of the small perturbations on these measurements. This yields a constructive

numerical method for the localization of electromagnetic defects in the material. Recently, this

has been tested successfully in the context of the wave equation for retrieving small conductivity

imperfections [10]. The aim of the present paper is to generalize the method to the second order

Maxwell equations. We present the algorithm in the case of a two-dimensional test domain.

This is a first prospective study to show the effectiveness of the identification procedure. Since

the underlying theoretical results have been obtained in three dimensions of space, it should be

possible to realize the inspection of three-dimensional objects in the same way, provided one

has a robust 3D Maxwell solver.

Let Ω be a bounded domain in R2 with a sufficiently smooth boundary Γ := ∂Ω. Let n

denote the outward unit normal to Γ. Let Ω′ be a smooth subdomain of Ω. We assume that Ω

is filled with a material of constant electric permittivity ε = 1 and magnetic permeability

µα(x) = 1 + αp(x), x ∈ Ω. (1.1)

The function p quantifies the perturbations of the permeability with respect to the homogeneous

background medium (ε = 1, µ = 1) and is supposed to satisfy the following conditions

p ∈ C1(Ω), p ≡ 0 in Ω \ Ω′, and |p(x)| ≤M, ∀x ∈ Ω′. (1.2)

The parameter α > 0 designates the common order of magnitude of the perturbations which

are assumed to be small compared to the background. Consequently, we may assume that there

is µ > 0 such that µα(x) ≥ µ for all x ∈ Ω. The electric charge and current density in Ω are

supposed to be zero, and the problem is driven by an impressed source acting on the boundary

(or a part of it) and prescribed initial states at t = 0.

Let T > 0 be the given final time and let E(x, t) denote the electric field at a point x ∈ Ω

at time t ∈ [0, T ]. In the absence of perturbations, the field E is solution to the following

second-order system, derived from Maxwell’s equations,
∂2
tE + curl(curlE) = 0, in Ω× (0, T ),

divE = 0, in Ω× (0, T ),

E × n = F, on Γ× (0, T ),

E(0) = E0, ∂tE(0) = E1, in Ω.

(1.3)

Here, {E0,E1} and F are respectively the boundary and initial data for the electric field.

Notice that in two dimensions, the vector curl operator is defined for a scalar function ϕ by

curlϕ = (∂2ϕ,−∂1ϕ)T , whereas the scalar curl operator acting on a vector field v = (v1,v2)

is given by curlv = ∇× v = ∂1v2 − ∂2v1.

Next, consider the electric field Eα in the presence of the perturbations and subject to the

same boundary and initial data. Eα is solution to the perturbed problem
∂2
tEα + curl(µ−1

α curlEα) = 0, in Ω× (0, T ),

divEα = 0, in Ω× (0, T ),

Eα × n = F, on Γ× (0, T ),

Eα(0) = E0, ∂tEα(0) = E1, in Ω.

(1.4)

Let us introduce the following functional spaces which are naturally involved in the setting

of Maxwell’s equations (see, for example, [25]):

J =
{
f ∈ (L2(Ω))

2 | divf = 0 in Ω
}
,
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as well as the subspaces of J ,

J1 =
{
f ∈ Jcurlf ∈ L2(Ω)

}
, and

J1
τ =

{
f ∈ Jcurlf ∈ L2(Ω), f × n = 0 on Γ

}
.

For vanishing boundary data, the results in [12] yield the existence of a unique solution

E ∈ C0(0, T ; J1
τ )∩ C1(0, T ; J) of problem (1.3) provided the initial data (E0,E1) belong to the

space J1
τ×J . These results can be extended to the case of non-zero boundary data F which allow

the construction of a regular lifting. Notice further that the assumptions on the perturbation

p guarantee that 0 < µ ≤ µα ≤ 1 + αM . Thus, µ−1
α is bounded from below and regular.

Consequently, the theory from [12] (which relies on the variational approach in [24]) applies,

and the perturbed problem (1.4) is well posed under the same regularity and compatibility

assumptions on F and {E0,E1}.
In the sequel, we aim to reconstruct the perturbation p from total or partial boundary

measurements curlE and curlEα on Γ0× (0, T ) where Γ0 is a part of the boundary Γ including

the case Γ0 = Γ. We propose to solve the following inverse problem:

(P)


Given a time T > 0, boundary data F and initial data {E0,E1},
reconstruct the function p(x) for x ∈ Ω′, defined by (1.1)-(1.2),

from the boundary measurements curlE and curlEα on Γ0 × (0, T ),

where E and Eα are the solutions to problems (1.3) and (1.4), respectively. To this end, we

consider the reconstruction method developped in [1].

The remainder of the paper is organized as follows. In section 2 we address the reconstruction

method from a theoretical point of view. In section 3, we present some elements about the

numerical resolution of problems (1.3) and (1.4), as well as the sampling method used for the

identification procedure by Fourier inversion. Then, in the fourth section, various numerical

results are reported to discuss the advantages and limits of the method. Finally, we give some

conclusions and perspectives in the last section.

2. The Reconstruction Method

In this section, we describe the identification procedure adapted from [1]. This leads to

a constructive numerical algorithm able to recover the small perturbations in the magnetic

permeability which are quantified by the function p.

2.1. The reconstruction theorem

For an arbitrary wave vector η = (η1,η2)t ∈ R2, consider the source terms

F (x, t) = η⊥ × neiη·x−i|η|t,E0(x) = η⊥eiη·x, and E1(x) = −i|η|E0(x), (2.1)

where the vector η⊥ is the unit vector orthogonal to η. Assume that the boundary measure-

ments

curlE and curlEα on Γ0 × (0, T ), (2.2)

have been recorded from the data (2.1).
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Notice that the corresponding exact background solution E, solution to the unperturbed

problem (1.3) for the source terms (2.1), is the plane wave

E(x, t) = η⊥eiη·x−i|η|t. (2.3)

The reconstruction method, based on the knowledge of the boundary measurements (2.2),

requires the resolution of an exact boundary controllability problem. Therefore, we assume

that the part of the boundary Γ0 where the measurements have been recorded, and the final

time T geometrically control Ω in the sense of [14]. This roughly means that every geometrical

optics ray, starting at any point x ∈ Ω at time t = 0, hits Γ0 before time T at a non-diffractive

point. The controllability problem then consists in finding a scalar function Gη such that

Uη(T ) = ∂tUη(T ) = 0 in Ω, where Uη is the solution of the problem

∂2
tUη + curl curlUη = 0, in Ω× (0, T ),

divUη = 0, in Ω× (0, T ),

Uη × n = Gη, on Γ0 × (0, T ),

Uη × n = 0, on Γ \ Γ0 × (0, T ),

Uη(0) = β(x)E0(x) +∇ψ(x), ∂tUη(0) = 0, in Ω,

(2.4)

for {E0,E1} given as in (2.1). Here, β ∈ C∞0 (Ω) is a cut-off function such that β ≡ 1 on the

subdomain Ω′ of Ω that contains the perturbations. The existence of the control Gη is proven

in [18] using the Hilbert Uniqueness Method [23]. In [1], the cut-off function β is introduced

to truncate the initial data. However, the initial field β(x)E0(x) is no more divergence-free.

We therefore propose to add a correction term deriving from a scalar potential ψ ∈ H1
0 (Ω) to

obtain divUη(0) = 0 in Ω and Uη(0) ∈ J . The following theorem holds.

Theorem 2.1. [1] Let η ∈ R2. Let Eα ∈ C0(0, T ; J1) ∩ C1(0, T ; J) be the unique solution to

(1.4) with data (2.1). Suppose that Γ0 and T geometrically control Ω. Then we have∫ T

0

∫
Γ0

ei|η|t∂t(e
−i|η|tGη)(curlEα − curlE)dσdt = −α|η|2

∫
Ω′
p(x)e2iη·xdx+O(α2), (2.5)

where Gη is the boundary control in (2.4), and E is the background solution to problem (1.3).

The term O(α2) is independent of p and depends only of the bound M .

Proof. The reconstruction formula (2.5) has been proven in [1] in a three-dimensional setting

without the correction term∇ψ. The adaptation to the two-dimensional case is straightforward.

However, the question is whether the presence of the term ∇ψ in the initial data of the control

problem (2.4) influences the results or not. To this end, we will give in detail the proof of the

following identity which is fundamental in the proof of (2.5),∫ T

0

∫
Γ0

Gη curlV η dσ dt = −|η|2
∫

Ω′
p(x)e2iη·x dx, (2.6)

where V η is the unique variational solution of the following auxiliary problem,
∂2
tV η + curl curlV η = 0, in Ω× (0, T ),

divV η = 0, in Ω× (0, T ),

V η × n = 0, on Γ× (0, T ),

V η(0) = 0, ∂tV η(0) = i curl
(
p(x)|η|eiη·x

)
, in Ω.

(2.7)
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In order to prove (2.6) notice that Green’s formula yields∫ T

0

∫
Γ0

Gη curlV η dσ dt

=

∫ T

0

∫
Ω

Uη · curl curlV η dx dt−
∫ T

0

∫
Ω

curl curlUη · V η dx dt,

since Uη × n = Gη and V η × n = 0 on Γ × (0, T ). Now, replacing the operator curl curl by

−∂2
t and integrating by parts with respect to t yields∫ T

0

∫
Ω

Uη · curl curlV η dx dt−
∫ T

0

∫
Ω

curl curlUη · V η dx dt

=

∫
Ω

Uη(·, 0) · ∂tV η(·, 0) dx

= i

∫
Ω

(
β(x)η⊥eiη·x +∇ψ(x)

)
· curl

(
p(x)|η|eiη·x

)
dx,

according to the prescribed initial values for V η and Uη, and the zero final states of Uη. From

the right hand side of the last expression, it is clear that identity (2.6) is independent from the

scalar potential ψ since ∫
Ω

∇ψ · curl
(
p(x)|η|eiη·x

)
dx = 0,

for any ψ ∈ H1
0 (Ω). Taking into account that β ≡ 1 on Ω′ and supp(p) ⊂ Ω′, we finally get

i

∫
Ω

β(x)η⊥eiη·x · curl
(
p(x)|η|eiη·x

)
dx

= i|η|
∫

Ω′
curl

(
η⊥eiη·x

)
p(x)eiη·x dx = −|η|2

∫
Ω′
p(x)e2iη·x dx,

which yields (2.6).

The remainder of the proof consists in the estimation of the difference between the back-

ground solution E and the solution of the perturbed problem Eα in an appropriate norm. This

can be achieved in the same way as in [1].

Now, for a given wave vector η, define the quantity Mα(η) by

Mα(η) = − 1

α|η|2

∫ T

0

∫
Γ0

ei|η|t∂t(e
−i|η|tGη)(curlEα − curlE) dσ dt, ∀η 6= 0. (2.8)

From (2.5) we infer that

Mα(η)
O(α)
≈
∫
R2

p(x)e2iη·x dx,

where we neglected the asymptotically small remainder O(α). Then, it can be easily seen from

substitution and scaling rules that

Mα(η) ≈ π2p̂(−π·), (2.9)

where

û(η) =

∫
R2

u(z)e−2iπη·z dz,
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Fig. 2.1. Scheme of the reconstruction method.

denotes the Fourier transform of the function u defined in the physical domain. The recon-

struction of the function p is then performed from inverse Fourier transformation,

p(−πx) ≈ 1

π2
M̌α(x), (2.10)

where

Ǔ(x) =

∫
R2

U(η)e2iπη·x dη,

denotes the inverse Fourier transform of the function U defined in the frequency domain. The

identification algorithm presented in the following sections is based on the relation (2.10) be-

tween the dynamic boundary measurements quantified by the function Mα and the perturbation

p.

2.2. The identification procedure

For each η in a given discrete sampling domain S ⊂ R2 (see section 3.4), we form the

quantity Mα(η) according to formula (2.8) by the following tasks

• Construct the boundary control Gη (cf. (2.4)) through H.U.M. (see section 3.2).

• Collect the boundary measurements curlE on the surface of a healthy reference piece

(experimental data), or alternatively, compute them by solving the Maxwell second-order

system (1.3) with data (2.1) (synthetic data).

• Collect the boundary measurements curlEα on the test piece, or compute them by solving

the Maxwell second-order system (1.4) with the same data (see section 3.1).
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Then, we are in possession of weighted boundary measurements (Mα(η))η∈S that are

the data of the inverse problem (P). We compute the discrete inverse Fourier transform

(M̌α(x))x∈Ω′ of (Mα(η))η∈S . The relation (2.10) ensures that the support of M̌α yields the

location of the perturbations defined by (3.5), after a rescaling by −π. Schematically, the re-

construction method can be represented as in Fig. 2.1. The weights Gη are computed by an

iterative process which requires the resolution of two time-dependent Maxwell-type problems

at each iteration. This heavy computation can be performed independently from the collection

or numerical simulation of the boundary measurements. In particular, the weights are inde-

pendent from the perturbation p and have to be computed only once for a given class of test

pieces of same geometry and background permeability. This reduces the computational cost of

the procedure.

3. Discretization Issues

In this section, we discuss discretization in space and time of the second order Maxwell

equations (1.4) in a test piece with imperfections of type (1.2). We further recall basic ideas of

the Hilbert Uniqueness Method for the construction of the control of the problem (2.4). Finally,

we make precise the sampling for the inverse Fourier transformation.

3.1. Maxwell solver

Discretization in space of the second order Maxwell equations is performed by standard

Lagrange finite elements of type Q1 on a structured mesh of rectangles. These elements are

conforming in (H1(Ω))2 which is not the natural space for the setting of Maxwell’s equations.

However, (1.4) is equivalent to a regularized formulation given on the vector space

H(curl,div,Ω) =
{
v ∈ (L2(Ω))

2 ∣∣ curlv ∈ L2(Ω), divv ∈ L2(Ω)
}
.

The regularized variational formulation reads as follows,
Find Eα(·, t) ∈ H(curl,div,Ω) such that Eα × n = F on Γ× (0, T ) and
d2

dt2
(Eα(·, t),v) + (µ−1

α curlEα, curlv) + (divEα,divv) = 0, ∀v ∈ H0(curl,div,Ω)

Eα(·, 0) = E0, ∂tEα(·, 0) = E1 in Ω,

(3.1)

where

H0(curl,div,Ω) =
{
v ∈ H(curl,div,Ω)v × n = 0 on Γ

}
.

The discretization in space of problem (3.1) by means of Lagrange finite elements is now possible

since the domain Ω is assumed to be smooth (C1,1 or a convex polygon is sufficient) which

insures the inclusion H0(curl,div,Ω) ⊂ (H1(Ω))
2
. Notice however that this inclusion fails to

be true whenever the domain has reentrant corners (see [17]). The non-homogeneous boundary

condition Eα(·, t) × n = F on Γ is taken into account via a lifting Fh such that Fh(MI , t) =

F (MI , t) if the node MI belongs to Γ and Fh(MI , t) = 0 at the inner nodes of the mesh. For

discretization in time, we use an implicit second order Newmark scheme.

We refer to [18] for a detailed discussion of the Maxwell solver.
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3.2. Discrete H.U.M.

The reconstruction method presented in Section 2 uses the boundary control of an exact

controllability problem of the following type
Given T > 0 and initial data {E0,E1},
find a control G defined on Γ0 × (0, T ) such that

U(·, T ) = ∂tU(·, T ) = 0 in Ω,

(3.2)

where U is the solution to
∂2
tU + curl curlU = 0, in Ω× (0, T ),

divU = 0, in Ω× (0, T ),

U × n = GχΓ0
, on Γ× (0, T ),

U(·, 0) = E0, ∂tU(·, 0) = E1, in Ω.

A constructive method for the effective computation of the control G is provided by the Hilbert

Uniqueness Method (H.U.M.) of Lions [23], and we recall here the main steps of the algorithm.

Full details on the numerical implementation as well as theoretical aspects can be found in [18].

The basic feature in H.U.M. is the construction of the linear H.U.M.-operator Λ which is

defined as follows on an appropriate Hilbert space B ⊂ J1
τ × J :

1. For a given couple {ψ0,ψ1}, let ψ be the solution of the homogeneous adjoint problem
∂2
tψ + curl curlψ = 0, in Ω× (0, T ),

divψ = 0, in Ω× (0, T ),

ψ × n = 0, on Γ× (0, T ),

ψ(·, 0) = ψ0, ∂tψ(·, 0) = ψ1, in Ω.

(3.3)

2. Define the boundary data G = −(curlψ)|Γ0
.

3. Solve the following backward problem with zero final data
∂2
tU + curl curlU = 0, in Ω× (0, T ),

divU = 0, in Ω× (0, T ),

U × n = GχΓ0
, on Γ× (0, T ),

U(·, T ) = ∂tU(·, T ) = 0, in Ω.

(3.4)

4. Set Λ({ψ0,ψ1}) = {∂tU(0),−U(0)}.

Using fundamental results from [27], it is proven in [18] that the operator Λ is an isomorphism

between B and its dual B′. In the simple case where Ω is a square, it is shown that B coincides

with the classical space J1
τ × J .

The controllability result is the following

Theorem 3.1. [18] Suppose that Γ0 and T geometrically control Ω. Let {E0,E1} ∈ J× (J1
τ )′.

Then problem (3.2) has a solution G ∈ L2(0, T ;L2(Γ0)) which is obtained by setting G =

−(curlψ)|Γ0
where ψ is the solution to the homogeneous adjoint problem (3.3). The couple

{ψ0,ψ1} that defines ψ is the inverse image of the initial data {E1,−E0} through the H.U.M.-

operator Λ, i.e.

Λ({ψ0,ψ1}) = {E1,−E0}.
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Since the operator Λ defines a coercive bilinear form on B, Λ−1({E1,−E0}) is the solution

of a variational problem that is resolved numerically by the conjugate gradient method. In

order to overcome the difficulty of numerical instabilities related to spurious high-frequency

oscillations, a bi-grid algorithm is used as preconditioner (see [19]). The discretization of the

H.U.M.-operator Λ involves the numerical resolution of the adjoint problem on the one hand,

and the backward problem on the other. This is performed by the Maxwell solver of Section

3.1.

3.3. The case of a piecewise constant perturbation

In the particular case where the magnetic permeability µα is a piecewise constant perturba-

tion of the (known) background permeability µ = 1, we are able to evaluate exactly the integral

involved in formula (2.5). Indeed, let

µα(x) = 1 + αp(x), x ∈ Ω,

with

p(x) :=

m∑
j=1

ajχDj (x). (3.5)

Here, Dj = [xj−cjh, xj +cjh]× [yj−djh, yj +djh] denotes the support of the j-th imperfection

of magnitude aj and center zj = (xj , yj), 1 ≤ j ≤ m. The parameters cj and dj are real positive

constants, and h > 0 is small compared to the dimensions of the test piece Ω. Moreover, the

centers of the imperfections in the material’s permeablity are assumed to satisfy two distance

conditions: there is d0 > 0 such that{
|zj − z`| ≥ d0 ∀ j 6= `,

dist(Dj ,Γ) ≥ d0 ∀ j.
(3.6)

Hence, the subdomain Ω′ containing all the imperfections can be chosen such that dist(∂Ω′,Γ) ≥
d0.

For a given vector η = (η1,η2)t, a straightforward calculus yields∫
Ω′
p(x)e2iη·x dx =

m∑
j=1

aj

(
e2iη1xj

sin(2η1cjh)

η1

)(
e2iη2yj

sin(2η2djh)

η2

)
. (3.7)

Taking into account that the Fourier transform of the indicator function is given by

χ̂[−a/2,a/2](ξ) =
sin(πξa)

πξ
,

and that δ̂− aπ (ξ) = e2iaξ for the Delta distribution, we find from the right hand side in (3.7)

that ∫
Ω′
p(x)e2iη·xdx = π2

m∑
j=1

aj δ̂− xjπ
(η1)χ̂

[−
cjh

π ,
cjh

π ]
(η1)δ̂− yjπ

(η2)χ̂
[−

djh

π ,
djh

π ]
(η2),

which yields the reconstruction of the perturbation p(x) in this particular case.

Consequently, the quantity Mα(η) defined in (2.8) reads

Mα(η) =

m∑
j=1

aj

(
e2iη1xj

sin(2η1cjh)

η1

)(
e2iη2yj

sin(2η2djh)

η2

)
+O(α). (3.8)
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3.4. Sampling

Let us recall that the perturbation p can be reconstructed from the quantity Mα due to the

relation

p(−πx) =
1

π2
M̌α(x), (3.9)

where Mα is defined by formula (2.8). In order to compute numerically the inverse Fourier

transform of Mα, we collect N2
e samples of Mα(η) for η belonging to the sampling domain

[−ηmax, ηmax[×[−ηmax, ηmax[.

According to the Nyquist-Shannon theorem, the perfect reconstruction of a real signal x(t)

from sampled values (x(nT ))n∈Z at a period T is possible whenever the sampling frequency

Fe = 1/T satisfies the relation

Fe ≥ 2B. (3.10)

Here, (−B,B) is the bandwidth of the signal in the frequency domain. In our setting, the

support of the function p is contained in a square of side length 2B with B < 1. Applying the

Nyquist-Shannon theorem to the quantity Mα(η) sampled at the period ∆η = 2ηmax

Ne
, we are

able to reconstruct M̌α(x) for x ∈ [− 1
2∆η ,

1
2∆η ]× [− 1

2∆η ,
1

2∆η ]. Taking into account the scaling

factor −π in (3.9) we recover the perturbation p in a square of length π
∆η . Consequently,

choosing ηmax and Ne in such a way that

ηmax

Ne
≤ π

4
, ensures

π

2∆η
≥ 1,

which is sufficient to reconstruct any perturbation in the test domain Ω. Concerning the

resolution in space, we notice that ∆x = π
2ηmax

. The numerical results hereafter indicate that

the critical distance d0 of (3.6) is close to the resolution step ∆x which can be expressed in

terms of wavelength λ by ∆x = λ
2
√

2
since λ = 2π

|(ηmax,ηmax)| . The reconstruction of closely spaced

defects is thus limited by the sampling procedure. We refer to [8] for the analysis of a numerical

method to solve the close-to-touching case.

Now, let (Mmn)Nem,n=1 be the samples of Mα(η) for η = (ηm, ηn) with ηj = −ηmax+(j−1)∆η,

j = 1, . . . , Ne. From inverse discrete Fourier transformation (IFFT), we get data (Pkl) with

Pkl =

Ne∑
m,n=1

Mmn exp

(
2iπ

Ne
(k − 1)(m− 1)

)
exp

(
2iπ

Ne
(l − 1)(n− 1)

)
for k, l = 1, . . . , Ne.

Pkl is an approximation of M̌α at the point (k∆x, l∆x). Swapping the data from the first

and third (respectively the second and fourth) quadrant of the matrix 1
π2P then yields the

perturbation p at points (−πk∆x,−πl∆x) with k, l ∈ {−Ne/2, . . . , Ne/2− 1}.

4. Numerical Reconstruction of the Defects

In this section we present the reconstruction of inhomogeneities for different configurations.

The exact perturbation p is given by a piecewise constant function as in (3.5) which allows to

compare the results with those obtained from the exact formula (3.8).

The numerical results have been obtained on the test domain (−1, 1) × (−1, 1) on a mesh

of size hF = 1/32. The parameter of the coarse mesh in the bi-grid algorithm is given by

hG = 2hF = 1/16. The time step ∆t is set to 1/64 for a total time T = 4 for all the

simulations.
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Recall that the reconstruction formula depends on the parameter α describing the common

order of magnitude of the perturbations. Here, we tested the formula for α = 1/32. The support

of the different defects is a rectangle with sides of order h where h = 1/32 in all the numerical

examples.

The sampling domain and sampling period have been adapted individually for the different

test cases. A threshold η∗ has been fixed for each test case, limiting the effective computation

of Mα(η) for wave vectors η satisfying the condition

‖η‖ ≤ η∗.

This corresponds to the application of a radial window to the signal (Mα(η))η. The radial form

of the window generalizes the standard one-dimensional rectangular window to two dimensions.

In some cases, this choice causes undesirable effects near the border of the reconstruction

domain. These effects can be diminished with a different window function, e. g. the Hamming

window [20].

All the tests have been run on the ROMEO Computing Center1) .

4.1. Multiple defects

For the first configuration, we have two defects centered respectively at z1 = (−0.5,−0.3)

and z2 = (0.5, 0.25). In Fig. 4.1, we compare the reconstruction from the exact formula (3.8)

and its numerical approximation from (2.8). For both tests, we took a total number of 256

sample values (corresponding to Ne = 16 values in each direction) and a sampling domain

with maximal frequency ηmax = 6. We have ∆η = 0.75 which yields a reconstruction domain

[−B,B]× [−B,B] with B ≈ 2 and ∆x = 0.26. The threshold parameter is η∗ = ‖(5, 5)‖.
Next, we tested a configuration with four defects which have been reconstructed from 256

sample values in a sampling domain given by ηmax = 10 (Fig. 4.2). This yields a reconstruction

domain [−B,B]× [−B,B] with B ≈ 1.25 and ∆x = 0.16. The threshold parameter was set to

η∗ = ‖(8, 8)‖.
The localization errors for both tests are reported in Table 4.1. Here and below, in the

case of multiple defects, we report the error of the best (max) and the less well (min) located

one. We see that the numerical algorithm performs very well for the reconstruction of multiple

defects even in the case of a coarse sampling with only 16 values in each direction.

Table 4.1: Localization errors for multiple defects.

Example
Two defects Four defects

Error zj (max) 4.49e-02 8.33e-02

Error zj (min) 2.64e-02 3.21e-02

4.2. Two close defects

Here, we aim to test the reconstruction algorithm in a limit configuration where the two

imperfections centered at z1 = (0.18, 0.23) and z2 = (0.31, 0.44) are close to each other. More

1) https:/romeo.univ-reims.fr/

OPEN ACCESS

DOI https://doi.org/10.4208/jcm.1309-m4378 | Generated on 2024-12-19 04:56:28



32 M. DARBAS AND S. LOHRENGEL

Fig. 4.1. Reconstruction of two defects (black rectangles) by IFFT: exact formula (left) and numerical

approximation (right).

Fig. 4.2. Reconstruction of four defects (black rectangles) by IFFT: exact formula (left) and numerical

approximation (right).

precisely, the supports of the imperfections given by{
D1 = [0.12, 0.24]× [0.17, 0.29], a1 = 1.0,

D2 = [0.25, 0.37]× [0.35, 0.53], a2 = 1.2,

yield a distance d0 = 0.06 between the two defects.

We compare the numerical approximation for different sampling parameters. In the first

configuration (Fig. 4.3, left), we took 256 (Ne = 16) sample values in a sampling domain

with maximal frequency ηmax = 8 and truncation parameter η∗ = ‖(6, 6)‖. This corresponds

to a sampling period of ∆η = 1 and a reconstruction domain with B ≈ 1.5 and ∆x = 0.2.

We clearly see that the numerical approximation only recovers a single perturbation located

in between the two exact defects. For the second configuration (Fig. 4.3, right) we took 1024

sample values (Ne = 32) in a sampling domain given by ηmax = 18. The truncation parameter

was set to η∗ = ‖(12, 12)‖. Consequently, the reconstruction domain is defined by B = 1.39 and

∆x = 0.09. Now, the centers of both imperfections are well reconstructed and neatly separated

by the numerical algorithm. The localization errors are reported in Table 4.2.
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Fig. 4.3. Reconstruction of two close defects (black rectangles): coarse (left) and fine (right) sampling.

4.3. Defects close to the boundary

Another limiting configuration consists of defects which are close to the boundary. Here, we

tested the reconstruction of four defects of identical intensity (aj = 1):{
D1 = [−0.56,−0.44]× [−0.36,−0.24], D2 = [0.44, 0.56]× [0.19, 0.31],

D3 = [−0.86,−0.74]× [0.34, 0.46], D4 = [0.14, 0.26]× [−0.81,−0.69].

Contrary to the test in section 4.1, two of them are close to the boundary: dist(D3,Γ) = 0.14

and dist(D4,Γ) = 0.19. A first sampling with 162 = 256 sampling values, ηmax = 6 and

η∗ = ‖(5, 5)‖ is able to reconstruct the perturbations D1 and D2 whereas D3 and D4 are not

well localized. Indeed, in this case, the resolution is evaluated to ∆x = 0.26, and only D1 and D2

satisfy dist(Dj ,Γ) > ∆x. In Fig. 4.4 (right), we observe that a finer sampling with 322 = 1024

sampling values, ∆x = 0.08, ηmax = 19 and η∗ = ‖(14, 14)‖ yields a correct identification of all

the defects. The localization errors are reported in Table 4.2.

Fig. 4.4. Reconstruction of four defects (black rectangles) by IFFT: coarse (left) and fine (right)

sampling. Two defects are close to the boundary.
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Table 4.2: Localization errors for limiting configurations.

Example
Two close defects Defects close to boundary

coarse fine coarse fine

Error zj (max) 1.23e-01 4.80e-02 3.03e-01 8.42e-02

Error zj (min) – 3.22e-02 2.64e-02 4.43e-03

4.4. Reconstruction of the defect’s shape and intensity

In order to test whether our algorithm is able to reconstruct the shape of a defect, we

consider a configuration of two imperfections with different sizes (cj , dj). The first defect is

extended in the x-direction whereas the second is quadratic. For a sampling configuration with

1024 sampling values, ηmax = 18 and threshold η∗ = ‖(14, 14)‖, we see from the results of

Fig. 4.5 (right) that the numerical approximation recovers correctly the different shapes of the

defects.

However, if the defects differ not only in their shapes but also in their intensities, the

numerical algorithm does perform less well. To this end, we considered two defects with a

ratio of a1/a2 = 5 between the intensity parameters a1 and a2. The position of the defects

is the same as in the previous example (see Fig. 4.6 (right) for a schematic representation of

the permeability function µ). We clearly see (Fig. 4.6, middle) that the numerical algorithm

is able to reconstruct the shape and intensity of the predominant defect. The second ”weak”

perturbation, however, can be hardly detected and a spurious perturbation appears on the

right of the predominant defect. These observations comply with the theoretical behavior of

a rectangular window which is known to behave best for signals of comparable strength. A

window function like the Hamming function improves the results (Fig. 4.6, right).

We further tested the reconstruction of a cross-like perturbation (Fig. 4.7, left) from a

sampling with 1024 values, ηmax = 19 and threshold η∗ = ‖(14, 14)‖. Fig. 4.7 (middle) shows

that the numerical reconstruction with the standard rectangular window is perfectly able to

recover the shape of the cross. The spurious “reflections” at the boundary can be avoided

by choosing a different window function (see Fig. 4.7 (right)). However, we may notice that

in this case the characteristic shape of the cross is lost and only the position of the defect is

Fig. 4.5. Reconstruction of two defects of same intensity and different shapes (black rectangles): exact

formula (left) and numerical approximation (right).
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Table 4.3: Localization errors for noisy data.

Example 0% 3% 5%

Error zj (max) 4.49e-02 4.49e-02 5.7e-01

Error zj (min) 2.64e-02 2.64e-02 4.5e-02

reconstructed.

4.5. Noisy data

An important feature in signal analysis is noise robustness. Noisy synthetic data have been

generated by adding pointwise Gaussian errors to the exact data:

curlE(xk, t
n)− curlEα(xk, t

n) + δmax
k

max
n

(|curlE(xk, t
n)|+ |curlEα(xk, t

n)|) ξkn, (4.1)

where (xk)k are the measurement points on Γ0, tn are the discrete time steps, ξkn are standard

normal variables, and δ refers to the relative noise level. In Fig. 4.8 we compare the results for

different values of δ on a sampling domain with 256 values, ηmax = 6 and threshold parameter

η∗ = ‖(5, 5)‖. One may notice that the reconstruction is robust up to 3% noise with the same

localization error of order 10−2 as in the academic case with no noise (see Table 4.3). For 5%

noise, the method still recovers rather well one of the two defects, whereas a spurious defect

becomes predominant over the real second defect.

Table 4.4: Localization errors for partial measurements.

Example
total partial partial

(3 sides) (north and south)

Error zj (max) 9.04e-02 8.66e-02 8.66e-02

Error zj (min) 4.29e-02 4.29e-02 4.29e-02

4.6. Partial measurements

Finally, let us consider partial boundary measurements for a configuration of three imper-

fections with identical intensity. We compare the results obtained from total control Γ0 = Γ

with those obtained from partial control on three (resp. two) sides of the domain, Γ0 =

Γ \ {(1, y) | −1 ≤ y ≤ 1} (resp. Γ0 = {(x,−1) | −1 ≤ x ≤ 1} ∪ {(x, 1) | −1 ≤ x ≤ 1}). The

sampling domain was given by 256 sampling values and ηmax = 10 with η∗ = ‖(7, 7)‖. We no-

tice that there is no significant difference between the results obtained with total (Fig. 4.9, left)

and partial control on three sides (Fig. 4.9, middle), even if one of the perturbations is located

near the boundary where no measurements are recorded. For partial boundary measurements

on the north and south boundary, i. e. Γ0 = {(x,−1) | −1 ≤ x ≤ 1} ∪ {(x, 1) | −1 ≤ x ≤ 1},
one of the three defects appears much weaker than the other two (Fig. 4.9, right), even if the

localization error is nearly the same than for total control (see Table 4.4). It is worth noticing

that this case does not enter in the framework of Theorem 2.1 since the final time T and Γ0 do

not control geometrically the domain Ω.
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Fig. 4.6. Reconstruction of two defects of different shapes and intensities: exact shape (left), numerical

approximation with radial window (middle) and the Hamming window function (right).

Fig. 4.7. Reconstruction of a cross-like defect: exact shape (left), numerical approximation with radial

window (middle) and the Hamming window function (right).

Fig. 4.8. Reconstruction of two imperfections (black rectangles) with different noise levels: 0% noise

(left), 3% noise (middle), 5% noise (right).

Fig. 4.9. Reconstruction of three imperfections (black rectangles) from total (left) and partial measure-

ments on three sides (middle) and north and south boundary (right).
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5. Conclusion and Perspectives

We have presented a dynamical reconstruction procedure based on theoretical results of

Ammari [1]. This technique is able to localize small amplitude perturbations in the magnetic

permeability of a dielectric material from total or partial boundary measurements. The key in-

gredient is the numerical construction of a boundary control for the second order Maxwell equa-

tions through H.U.M. The data of our inversion method are boundary measurements weighted

by these control terms. An asymptotic formula ensures that the perturbations can be retrieved

from discrete Fourier transformation of the data. This algorithm is numerically illustrated on

several examples with multiple inclusions. The results yield accurate reconstructions in terms

of the locations of the defects even in the case of coarse sampling, and give informations about

their shapes. A finer sampling is required in some limit configurations (defects close to each

other or to the boundary) to obtain a higher resolution in space. An attractive feature of the

method is to allow the same accuracy from limited-view data than from full boundary data.

No specific application is realized to date but this numerical study represents a first step

in the development of effective methods in non-destructive testing. The theoretical results

leading to the asymptotic formula as well as the exact boundary controllability for Maxwell’s

equations have been proved for three-dimensional test pieces [1,18]. The reconstruction of three-

dimensional defects should thus be obtained without additional difficulty, provided one has a

robust 3D Maxwell solver. The extension to general non-cartesian geometries would allow to

deal with real-life applications [26]. Another interesting point would be to analyze the stability

of the localization procedure with respect to measurement noises. Promising recent results have

been derived in [4–6] using the MUSIC algorithm. Finally, the convergence of the method is

related to a complex interaction between H.U.M., IFFT and sampling. A careful numerical

analysis of the reconstruction technique as in [21], for example, would provide further insights

into its performance.
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Contrôlabilité exacte, Masson, Paris, 1988.
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