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Abstract. In this paper, we briefly introduce four methods for functional classification. To compare the 

effects of the four models, we generate the data from Gaussian process based on a functional mixed-effects 

model, square exponential kernel is used in random-effect term to describe the nonlinear structure of the data. 

The outcomes show that the two functional classification models have a better prediction correct rate than the 

two machine learning classification models. 
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1. Introduction 

Functional data analysis (FDA) is used in many research fields which is of great theoretical and 
practical value, for example: spatio-temporal data analysis in meteorology [1], pharmacokinetic analysis in 

medicine [2], genetic profiling analysis in biology [3, 4], image data analysis which is ultra-high dimension 

[5] and the clustering and prediction of traffic flow data [6]. For functional data, there is a strong correlation 
between variables, there are also complex correlations between the observations of the variables for each 

subject, these do not meet the assumptions of the common statistical analysis methods. And FDA can solve 

these questions. 
An important concern of functional data analysis is classification, which means that we want to assign 

an individual to a pre-designed discrete category based on the observed functional or image data. The 

existing functional data classification methods can be divided into the following three categories: (1) Based 
on probability density [7]. (2) Based on the algorithm [8]. (3) Based on regression [9]. Although there are 

many literatures discussing the classification of functional data, there are still many problems that have not 

been considered: the influence of covariates on classification cannot be considered, the prediction after 
classification and the correlation between each subject is not taken into account. In this paper, we will 

propose a model which can solve these problems. There are also some classical machine learning 

classification method such as BP neural network [10] and SVM [11], which are very mature approaches. 
The rest of this paper is organized as follows. In section 2, we briefly introduce four classification 

models: two functional classification models and two machine learning classification models and then give 

their Parameter estimation process. In section 3, we design a simulation study for the models proposed in 
this paper and compare the performance between the four models. Finally, a brief summary was given in 

section 4. 

2. Model 

In this section, we will briefly introduce four classification model: two functional classification 

models and two machine learning classification models. 

2.1. Functional Generalized Linear Model 
For Generalized linear model (GLM), we have a general structure  

                                                           𝑔(𝜇) = 𝛽0 + 𝛽1
𝑇𝑿,                                                                                (1) 

where 𝑿 is predictor, 𝜇 = 𝐸(𝑌; 𝜃, 𝜙), 𝑌 is response variable with density 

                                                 𝑝(𝑦; 𝜃, 𝜙) = exp {
𝑦𝜃−𝑏(𝜃)

𝑎(𝜙)
+ 𝑐(𝑦, 𝜙)},                                                           (2) 
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and 𝑔(⋅) is a link function. But when the 𝑿 is functional ,i.e.𝑿(𝑡), the GLM model may not be used, what 
we will do is to replace the summation over the dimensional space with an integral over the infinite 

dimensional one, 

𝑔(𝜇) = 𝛽0 + ∫ 𝜔1(𝑡)𝑋(𝑡)𝑑𝑡 

although 𝑡 is infinite dimensional in theory, in practice 𝑡 is a finite set of time points. Now we use some 

basis function to approximate 𝑋(𝑡), 

𝑋(𝑡) = 𝑠(𝑡)𝑇𝒄, 𝒄~𝑁(𝝁𝒄, Γ) 
then we can give the Functional generalized linear model (FGLM), 

𝑝(𝑦𝑖; 𝜃𝑖 , 𝜙) = exp {
𝑦𝑖𝜃𝑖 − 𝑏(𝜃𝑖)

𝑎(𝜙)
+ 𝑐(𝑦𝑖 , 𝜙)} , 

𝑔(𝜇𝑖) = 𝛽𝑜 + ∫ 𝜔1(𝑡)𝑋(𝑡)𝑑𝑡 

= 𝛽𝑜 + ∫ 𝜔1(𝑡)𝑠(𝑡)𝑇𝒄𝒊𝑑𝑡 

= 𝛽0 + 𝛽1
𝑇𝒄𝑖 . 

For functional classification, we usually choose logistic function as link function and 𝑌 becomes a 

Bernoulli variable, then FGLM becomes 

𝑌𝑖 = {
1                           𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 {1 + exp(−𝛽0 − 𝛽1

𝑇𝒄𝑖)}−1,

0                           𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 {1 + exp(𝛽0 + 𝛽1
𝑇𝒄𝑖)}−1,

 

In general, if 𝐸(𝑌|𝑿) = 𝑃(𝑌 = 1|𝑿) > 0.5, then a new subject is predicted as 1 and 0 otherwise. For 

parameter estimation, we first can get the observed data likelihood,  

𝑙(𝝁𝒄, Γ, 𝛽0, 𝛽1, 𝜙, 𝜎𝜖
2) = ∑ {

𝑦𝑖𝜃𝑖 − 𝑏(𝜃𝑖)

𝑎(𝜙)
+ 𝑐(𝑦𝑖 , 𝜙)}

𝑁

𝑖=1

 

− ∑ {
𝑛𝑖

2
log(𝜎𝜖

2) +
1

2𝜎𝜖
2 (𝒙𝑖 − 𝑆𝑖𝒄𝑖)𝑇(𝒙𝑖 − 𝑆𝑖𝒄𝑖)}𝑁

𝑖=1             (3) 

                                                         − ∑ {
1

2
log|Γ| +

1

2
(𝒄𝑖 − 𝝁𝒄)𝑇Γ−1(𝒄𝑖 − 𝝁𝒄)}𝑁

𝑖=1 . 

but for this model we can not optimize directly because 𝒄𝑖s are unobserved, so we use the EM algorithm 

which iterates between a maximization (M-step) and an expectation (E-step) to optimize the observed 
likelihood. 

2.2. Functional Generalized Additive Model 
Before introduce Functional Generalized Additive Model (FGAM), we first introduce Generalized 

Additive Model (GAM). For linear regression with a Bernoulli variable 𝑌 and a set of predictor variables 

𝑋1, … , 𝑋𝑝, we have model, 

                                                              𝑌 = 𝑔(𝛽0 + ∑ 𝛽𝑗𝑋𝑗
𝑝
𝑗=1 + 𝜖),                                                             (4) 

where 𝑔(⋅) is a link function, and GAM replaces the linear function 𝛽𝑗𝑋𝑗 by a non-linear function to get 

𝑌 = 𝑔(𝛽0 + ∑ 𝑓𝑗(𝑋𝑗)
𝑝
𝑗=1 + 𝜖).  

And FGAM is the extension of FAM to functional predictor, which can be expressed as:  

𝑌 = 𝑔(𝛽0 + ∑ 𝑓𝑗(𝑋𝑗(𝑡))
𝑝
𝑗=1 + 𝜖).  

 For the estimation of the FGAM, we can use kernel estimation method to get 𝑓𝑗(⋅): 

                                                        𝑓𝑗
�̂�(𝑋𝑗) =

∑ (𝑌𝑖−�̂�𝑖
−𝑗,𝑙

)𝑁
𝑖=1 𝐾𝑗(

𝑑𝑗(𝑋𝑗,𝑋𝑖𝑗)

ℎ𝑗
)

∑ 𝐾𝑗(
𝑑𝑗(𝑋𝑗,𝑋𝑖𝑗)

ℎ𝑗
)𝑁

𝑖=1

,                                                           (5) 

where �̂�𝑖
−𝑗,𝑙

= ∑ 𝑓𝑗
�̂�(𝑋𝑖⋅) + ∑ 𝑓𝑖

(𝑙−1)
(𝑋𝑖⋅)

𝑝
𝑖=𝑗+1

𝑗−1
𝑖=1  is the prediction without variable 𝑗 , 𝑑𝑗 is the distance 

(induced by the norm) , and 𝐾𝑗 and ℎ𝑗 are an asymmetric kernel function and the bandwidth, respectively. 

2.3. BP Neural Network 
BP neural network is a kind of multi-layer feedforward neural network, whose characteristic are 

forward signal transmission and error back propagation. In the process of forward propagation, the input 
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signal is processed from the input layer through the hidden layer to the output layer. Each layer of neuron 

state affects only the next layer of neuron state. If the output layer cannot get the expected output, it will 

turn to back propagation, and adjust the network weight and threshold according to the prediction error, so 
that the predicted output of BP neural network keeps approaching the expected output. Figure 1 shows the 

topology of BP neural network, where 𝑥1, 𝑥2, … , 𝑥𝑚 are the input of BP neural network and 𝑦1, 𝑦2, … , 𝑦𝑚  

and 𝜔𝑖𝑗, 𝜔𝑗𝑘are the prediction and weight of BP neural network. 

 
Figure 1. The structure of BP Neural Network 

 Before prediction, BP neural network should be trained, and the network should be equipped with 
associative memory and prediction ability through training. The training process of BP neural network 

includes the following steps: 

1. Initial network: Determine the number of nodes in the network input layer N, the number of nodes 
in the hidden layer L, the number of nodes in the output layer M, initialize the connection weights 

𝜔𝑖𝑗   and 𝜔𝑗𝑘  
between the neurons in the input layer, hidden layer and output layer, initialize the 

threshold a of the hidden layer and the threshold b of the output layer, and give the learning rate and 

the neuron activation function. 

2. Calculate hidden layer output. According to the input variable X, the connection weight 𝜔𝑖𝑗 of input 

layer and the and the threshold a of hidden layer, calculate the output of hidden layer hidden layer H.  

𝐻𝑖 = 𝑓(∑ 𝑤𝑖𝑗𝑥𝑖 − 𝑎𝑗
𝑛
𝑖=1 ), 𝑗 = 1,2, … , 𝐿.  

3. Calculate output layer. According to the hidden layer output H, weight 𝜔𝑗𝑘  and threshold b, 

calculate the prediction of BP neural network O. 

𝑂𝑘 = ∑ 𝐻𝑗𝜔𝑗𝑘 − 𝑏𝑘 , 𝑘 = 1, … , 𝑀.𝐿
𝑗=1   

4. Calculate error. According to the prediction of network O and expected output Y, calculate the error 

of network. 

𝑒𝑘 = 𝑌𝑘 − 𝑂𝑘 , 𝑘 = 1,2, … , 𝑀. 
5. Update weight. According to the error, update the weight of network 𝜔𝑖𝑗 , 𝜔𝑗𝑘. 

6. Update threshold. According to the error, update the threshold a and b. 

7. Repeat 2-6 until convergence. 

2.4. Support Vector Machine 
When given training set 𝐷 = {(𝒙1, 𝑦1), (𝒙2, 𝑦2), … , (𝒙𝑚, 𝑦𝑚)}, 𝑦𝑖 ∈ {−1, +1}, what we want to do is 

to find a hyperplane 𝝎𝑇𝒙 + 𝑏 = 0 to divide different classifications of samples and the distance from any 

point 𝒙 in our sample space to the hyperplane can be expressed as  

                                                                           𝑟 =
|𝝎𝑇𝒙+𝑏|

||𝝎||
.                                                                           (6) 
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Figure 2. The structure of SVM 

Suppose that hyperplane can classify the training set correctly, the we have:  

{
𝝎𝑇𝒙𝑖 + 𝑏 ≥ +1,    𝑦𝑖 = +1;

𝝎𝑇𝒙𝑖 + 𝑏 ≤ −1,    𝑦𝑖 = −1,
 

As Figure 2 shows that, the closest point to the hyperplane makes the equal sign established which are 
called support vector, and the sum of distance from two support vectors which belongs to different 

classifications to the hyperplane is  

𝛾 =
2

||𝝎||
,  

which is called margin. 

 To find the hyperplane which has the maximum margin, then we have model: 

                                                                                max
𝝎,𝑏

2

||𝝎||
                                                                            (7) 

𝑠. 𝑡. 𝑦𝑖(𝝎𝑇𝒙𝑖 + 𝑏) ≥ 1, 𝑖 = 1,2, … , 𝑚. 
this model is equivalent to  

                                                                                min
𝝎,𝑏

1

2
||𝝎||

2
                                                                      (8) 

𝑠. 𝑡. 𝑦𝑖(𝝎𝑇𝒙𝑖 + 𝑏) ≥ 1, 𝑖 = 1,2, … , 𝑚. 
We use Lagrange Multiplier method on equation(8) to get its dual problem, then we have: 

                                            𝐿(𝝎, 𝑏, 𝜶) =
1

2
||𝝎||

2
+ ∑ 𝛼𝑖(1 − 𝑦𝑖(𝝎𝑇𝒙𝑖 + 𝑏))𝑚

𝑖=1 ,                                         (9) 

where 𝜶 = (𝛼1; … ; 𝛼𝑚), let 
𝜕𝐿(𝝎,𝑏,𝜶)

𝜕𝝎
= 0 and 

𝜕𝐿(𝝎,𝑏,𝜶)

𝜕𝑏
= 0, we have: 

𝝎 = ∑ 𝛼𝑖𝑦𝑖𝒙𝑖
𝑚
𝑖=1 , 0 = ∑ 𝛼𝑖𝑦𝑖

𝑚
𝑖=1 .  

Finally, we can get the dual problem of equation(8) 

                                                           max
𝜶

∑ 𝛼𝑖 −
1

2
∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝒙𝑖

𝑇𝒙𝑗
𝑚
𝑗=1

𝑚
𝑖=1𝑖=1                                            (10) 

𝑠. 𝑡. ∑ 𝛼𝑖𝑦𝑖 = 0, 𝛼𝑖 ≥ 0, 𝑖 = 1,2, … , 𝑚.𝑚
𝑖=1   

And we use Sequential Minimal Optimization method to solve equation(10). 

 

Figure 3. The form of squared exponential kernel function 𝐶. 

3. Simulation study 
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In this section, we will design a simulation study to show the performance of the four classification 

models proposed above. The data which used in this section are generated from the functional mixed-effect 

model: 

𝑦𝑖
(𝑞)

(𝑡) = 𝜇(𝑞)(𝑡) + 𝜏𝑖(𝑡) + 𝜖𝑖(𝑡), 𝑖 = 1, … , 𝑛, 𝑞 = 1, … , 𝑄 

where 𝑦𝑖
(𝑞)

 is the observations of the 𝑖-th subject which belongs to the 𝑞-th classification, 𝜇(𝑞)(𝑡) is called 

fixed-effects term which indicates the common characteristics for all the subjects which belongs to the 𝑞-th 

classification, 𝜏𝑖(𝑡) is called random-effects term which indicates the own characteristics for the 𝑖-th subject 

and 𝜖𝑖(𝑡) is called random error term which is used to express the unexplainable situation. We choose the 

number of classification 𝑄 = 3  and the three mean functions for fixed-effect term are 𝜇(1) =

sin(2𝜋𝑡) , 𝜇(2) = 0.8 × sin(2𝜋𝑡) , 𝜇(3) = 0.7 × sin(2𝜋𝑡) , 𝑡 ∈ [0,1] ; For the random-effects, we generate 

𝜏𝑖 from Gaussian process 𝐺𝑃(𝟎, 𝐶) with the parameter 𝑤 = 1, 𝑣0 = 0.04 in squared exponential kernel 

function 𝐶  which has the structure 𝑣0 exp {−
𝑤

2
(𝑡𝑖𝑗 − 𝑡𝑖𝑘)

2
}  and the random-error term 𝜖𝑖(𝑡)  is also 

generated from normal distribution 𝑁(0,0.22). Figure 1 shows the form of squared exponential kernel 

function 𝐶 and Figure 2 shows the three classifications raw data with different colors.  

 

Figure 2. Three classifications raw data with different colors. Red: the first classification with 𝜇 (1) = sin(2𝜋𝑡); Green: 

the second classification with  𝜇(2) = 0.8 × sin(2𝜋𝑡); Blue: the third classification with 𝜇(3) = 0.7 × sin(2𝜋𝑡). 

 

Figure 3. The boxplot of correct rate of four methods in 100 independent simulations. 

We repeat 100 independent simulations to get stable results, Table 1 shows the mean and 

standard deviation of classification correct rate for four methods proposed above in 100 independent 
simulations. We find that the performance of two functional classification model is almost no difference, the 

best model is nn whose correct rate is 95.94% and the poorest model is svm whose correct rate is only 

84.37%. Figure 3 shows the boxplot of correct rate for four methods in 100 independent simulations which 
has the same result as what Table 1 shows. 

To verify the generalization ability of the model, we generate another 30 new data from functional 

mixed-effect model for each classification and finally the number of test set is 90. Table 2 shows the 
prediction correct rate for four methods, we find that the two functional classification methods have the best 

performance in prediction whose correct rate both are 90.81%, however the prediction correct rate of the 
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best model nn in train set is only 83.50%, which express that the model nn has overfitting phenomenon and 

the poorest model is still svm. 

Table 1. The mean and standard deviation of classification correct rate of four methods proposed above in 100 

independent simulations. 

Model Correct rate Sd 

Fglm 90.81% 0.02 

Fgam 90.81% 0.02 

Svm 84.37% 0.03 
Nn 95.94% 0.02 

Table 2. The prediction correct rate of four methods. 

Model Correct rate Sd 

Fglm 86.72% 0.04 

Fgam 86.73% 0.04 

Svm 76.17% 0.05 
Nn 83.50% 0.05 

Figure 4 shows the boxplot of prediction correct rate for four methods. From the results we find that 

the two functional model Fglm and Fgam have the best performance on functional data because they can 

catch the nonlinear structure of functional data which the machine learning model cannot. 

 
Figure 4. The boxplot of prediction correct rate for four methods. 

4. Conclusion 

Functional classification is a popular region in functional data analysis. In this paper, we introduce 
four models based on classification. To compare the performance of the four models, we design simulation 

study, in the training set the best model which has the highest correct rate is nn, the two functional 

classification models are Followed by it and the svm is the worst model. However, in the test set, the nn 
model is not as effective as the two functional models which indicates that the nn model is overfitted, and 

the latter have better generalization ability. 
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