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Abstract: In this paper, we studied the application of two-dimensional convolutional neural networks 

to the classification of multivariate time series. Time series sample data is usually a set of measurement 
values of a single attribute or multiple attributes at continuous time points separated by uniform time 
intervals. It is a set of structured data, usually non-discrete, time-related between data Features such as 
sex, feature space, and large dimension. At present, most methods for time series classification problems 
need to go through an extremely complex data preprocessing process and related feature engineering and 
do not consider the long pattern information hidden in different time dimensions of time series data, and 
the different characteristics of multivariate time series data Relevant information in the space dimension 
between. By converting multivariate time series data into matrix form, this paper proposes an end-to-end 
deep learning model Pyramid-CNN based on two-dimensional convolutional neural networks, which uses 
two-dimensional convolution kernels to extract the spatial dimensions of multivariate time series data and 
the relevant information in the time dimension, and applied it to the user behavior recognition time series 
data set. The experimental results show that for this data set, compared with the existing methods, the 
model proposed in this paper has higher performance Accuracy and robustness, with a good classification 

effect. 

Keywords: time series classification, deep learning, convolutional neural network 

1 Introduction 

Today's society has entered the information age of big data. With the rapid development of information 

technology, data has exploded in various fields and industries, such as stocks[1-3], currencies, precious metals, 
futures, and other trading quotations and buyers in the commercial field. And seller information feedback, 

etc.; in the field of science and technology robot detection records, aerospace information, mechanical control, 

etc[4][5].; in the field of medical information records[6], medical imaging records, disease monitoring, etc.; 
in the field of social media network chat content Records, digital images, video, and audio, etc. Every day, 

billions of searches are performed on the Internet, and hundreds of millions of megabytes of information are 

transmitted. It can be said that data is everywhere, and mankind has officially entered the era of big data. 
When faced with a huge amount of information, how to choose the available information for use has become 

an issue of widespread concern, and data mining research is extremely important. 

Time-series mining has always been a hot issue in the field of data mining. In recent years, data mining 
summit KDD and neural information processing summit NIPS have held special seminars on time series 

related issues every year. Time series data refers to a kind of structured data formed by recording sample 

attribute values in chronological order. It often has the characteristics of high dimensionality, a large amount 
of data, noise, and different sample lengths. Time series analysis is to analyze the data change process and 

future trends based on historical record values. With the advent of the era of big data and the development of 

computer hardware technology, a large amount of diverse time series data has been generated in the fields of 
aviation, finance, medical treatment, and industrial production. For example, in motion recognition, the angle 

changes of the human skeleton joints are obtained as the characteristics of motion. The model measures the 

similarity of the change sequence for action recognition; in the financial market, it uses time series clustering 
to study the financial investment portfolio. Further exploration of the hidden information in the original time 

series will help discover knowledge, laws, and patterns. The problem of time series classification is one of its 

important research directions. It has obvious application value and theoretical guiding significance. It has been 
studied and explored for many years. 
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Time-series mining has always been a hot issue in the field of data mining. In recent years, data mining 

has topped the list of issues. Multivariate time series classification has been widely used and more complex 
than univariate time series data. It has always been a research focus on timing issues. This article mainly 

studies the problem of predicting user behavior based on the time-series data of the user's mobile phone sensor. 

This has a strong application background in preventing financial fraud and anti-fraud. 

Without loss of generality,a labeled data set with N samples X = {(xi, yi)}𝑖=1
𝑁 ∈ 𝑅𝑁×𝑙. among them, 

(xi, 𝑦𝑖) represents a sample pair, sample xi = {𝑥𝑖
1, x𝑖

2, … , 𝑥𝑖
𝑙}has l observations, for multivariate time series 

data, x𝑖
j
 is a p × l vector, p is the number of sample variables, yl is its corresponding label, there are usually 

C possible category values. The time series classification problem is to learn a mathematical model that can 

predict the corresponding label y for a given new input sample x. 
Traditional time series methods are mainly distance-based methods, such as DTW[6], ED[7] (Euler 

distance) feature-based methods, such as decision trees[8], Bayes[9], etc., and feature-based integrated 

learning methods, such as RF[10], XGBoost[11], LightGBM[12], etc. . However, traditional methods not only 
have higher data requirements, such as distance-based methods, the length of the sample must not be too short, 

and when the amount of data is large, the prediction time is longer and cannot be applied to real-time scenarios. 

Moreover, the requirements for engineers are also high. For example, for feature-based methods, it is 
necessary to extract features artificially. This requires engineers to have an understanding of specific business 

scenarios and the subject knowledge required by the business. This requires the knowledge of engineers. It 

must have a certain breadth and a certain depth, which requires a higher quality of engineers. 
Compared with the current mainstream time series algorithms, deep learning models do not require 

heavy and complex data preprocessing processes and feature engineering, and the accuracy of classification 

has reached an advanced level. The time series algorithms based on deep learning have attracted the interest 
of researchers. In this paper, two-dimensional convolutional neural networks are applied to multivariate time 

series classification problems, and the application of two-dimensional convolution kernels enables the 

network model to extract local information and cross-combination information between different features. 
Sequence features have a new perspective, which improves the generalization ability of the model. This 

provides a new idea for the future application of deep learning technology to solve time series problems, and 

the development of a new deep learning model framework for time series related problems. It has a promoting 
effect. 

2 Related work 

In the research of time series classification, distance-based methods, feature-based methods, model-

based methods, integrated learning-based methods, and deep learning-based methods are mainly used. 

In the method based on distance measurement, the discriminative distance measurement plays a vital 
role in the performance of the classification model. First, define the distance function to calculate the similarity 

between two time-series, and then classify the sequence instances into the corresponding class according to 

the class of each time series instance and the closest instance in the training data. Commonly used distance 
measurement methods include Euclidean distance, dynamic time warping distance, longest common 

subsequence[13], and edit distance[14]. The earliest algorithm based on distance measurement is the method 

based on Euclidean distance. This method mainly measures the similarity between different time series 
samples by calculating the Euclidean distance between them, and then uses the KNN method to predict the 

label. But there is a problem with Euclidean distance. It requires the same length between different samples. 
In actual scenarios, the lengths between different time series samples are often different. For the case of the 

unequal length of time series, edit distance and dynamic time warping distance is usually used to solve the 

problem. There are two forms of edit distance: one is to measure the distance based on the number of 
conversions used to convert one time series to another; the other is to measure the distance based on the length 

of the longest common subsequence in two time-series data. Certainly, the edit distance is suitable for dealing 

with locally disturbing sequences, but not suitable for dealing with samples with severe phase distortion. The 
nearest neighbor algorithm based on DTW distance has been widely recognized and has been successfully 

applied to tasks such as time series classification and clustering. 

The feature-based classification method usually includes two steps: defining time-series features and 
then training a classifier based on the defined time-series features for classification. The time series forest [15] 

algorithm calculates the mean, variance, and slope of the random sequence fragments, takes these statistical 

features as the characteristics of a fragment and then uses the random forest algorithm to search in a huge 
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feature space, and the classification results are voted through all classification trees. The bag-of-words model 

is an extension of TSF. It uses the idea of the bag-of-words model method in the field of natural language 

processing to first obtain a new segment representation from the original time sequence segment, establishes 
the probability estimate of the sequence segment, and then use these probabilities to estimate the original. The 

time-series establishes the bag-of-words feature, and finally, similar to TSF uses the random forest to search 

and classify. Nanopoulos[16] et al. extracted statistical features, including features such as the mean and 
variance of the entire time series, and then used a multilayer perceptron neural network for classification. This 

method only extracts the global attributes of the time-series, but ignores the local features of the time series 

that contain important classification information. Geurts[17] extracts local time-series information features 
by discretizing time series so that traditional classification algorithms can classify time series data. The 

shapelet-based [18] time series classification algorithm searches for the best shapelet from the shapelet 

candidate space. When classifying, calculate the distance between the sample to be classified and the shaplet. 
When the distance is less than the distance threshold set by a certain shapelet, the category of the time series 

is consistent with the category of the current shapelet, and a good shapelet also reflects the time series data. 

Important mode information makes the results interpretable. The dictionary-based method can only find a 
single independent pattern for the shapelet method, and cannot take into account the frequency of the pattern. 

It is proposed to use the frequency information of the pattern to classify the time series.  

The core idea of the model-based method is to use a probability generation model to fit the distribution 
of time series data, and to use the difference between functional models to measure the distance of the original 

time series data. The probabilistic generation model at the bottom layer can reflect the dynamic properties of 

the sequence, and it can also solve the problem of variable length. The upper classifier directly uses the label 
information to improve the classification accuracy of the algorithm. The hidden Markov model [19] is a 

commonly used time series classification generation model. The other is the current more mainstream time 

series classification algorithm based on the savings pool model. The echo state network model is its main 
representative model. Compared with the Markov model, it has a stronger fitting ability and weaker 

assumptions. The echo state network is a predictive model. Some researchers have proposed algorithms for 

time series classification based on the hidden state space of the ESN savings pool and the parameter space of 
the model. [20] proposed to use Martin distance in the hidden state space of the savings pool to measure the 

difference between function models. The dynamic state algorithm [21] uses DTW to measure the distance 

between the hidden state sequences based on the hidden state sequence in the savings pool, which improves 
the classification ability of the algorithm. [22] Use the read parameters of the ESN model to represent the 

original time series, and the distance between the model parameters to represent the original time series 

distance. Related research shows that learning a discriminative distance metric in the model space can help 
improve the performance of the classifier. The reason is that in the non-Euclidean model space, the traditional 

Euclidean distance metric can no longer be a good measure of the difference between the function models. 

distance. Therefore, exploring effective distance metrics in the model space of ESN has certain research 
significance. In addition, the classification performance of current model-based methods needs to be further 

improved. The reason is that a single model may be difficult to fit the complex data distribution structure in 

the model space. 
The method based on ensemble learning is to combine different classifiers to achieve higher accuracy. 

Different ensemble models integrate different features and classifiers. Lines and Bagnall [23] will build a 

weighted ensemble model PROR based on 11 classifiers measured by elastic distance. SE generates a 
classifier through the combination of shapelet transformation and heterogeneous sets. The transform-based 

integration method COTE [24] integrates 35 different classifiers based on the features extracted in the time 

domain and frequency domain. The ensemble algorithm based on transformation is a powerful ensemble 
algorithm. It integrates representative algorithms from the time domain, frequency domain, change, and 

Shapelet transformation domain on a large scale, and finally integrates 35 classifiers. The type of voting 

sequence sample. In addition, the LightGBM model and the random forest model, which have performed well 
in major data mining competitions in the past two years, have also performed well in the field of processing 

time series. 

All of the above methods require complex preprocessing of data, or complex and heavy feature 
engineering, especially feature-based methods. In recent years, with the rapid development of neural networks 

and deep learning, deep neural networks have made outstanding contributions to time series classification, 

especially convolutional neural networks for end-to-end time series classification. The multi-scale 
convolutional neural network introduces feature extraction and classification into a deep learning model and 
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uses down-sampling, skip sampling, and sliding window techniques to automatically extract features of 

different scales and frequencies. The algorithm achieves competitive classification performance. Karim [25] 
et al. proposed LSTM-FCN and ALSTM-FCN models, combined with CNN and RNN to establish an end-to-

end model, explored the performance of long- and short-term memory networks on UCR time series 

classification databases and proposed a fine-tuning approach. Wang [26] et al. proposed a well-recognized 
and relatively strong end-to-end full convolutional network model. Compared with the current mainstream 

ensemble model, this model not only achieves the classification performance of the ensemble model, but also 

does not require a lot of data preprocessing and feature engineering. , The three-layer convolution module can 
automatically extract effective local features. 

Deep learning can fully extract various features of time series. In time-series data, the convolutional 

neural network, as a kind of time series convolution, extracts time-series features and primary features and 
advanced features under different time windows (as the network layer deepens). However, whether it is a 

convolutional neural network, a recurrent neural network, or a deep learning method such as LSTM, it is the 

extraction of sequence features. This has an obvious effect on one-dimensional time series data, but for 
multivariate time series data, the variables are ignored. The implicit relationship between. This paper proposes 

that the use of a two-dimensional convolutional neural network can not only extract the long pattern 
information hidden in the multi-dimensional time-series samples, but also mine the hidden relationships 

between different features, which greatly improves the robustness of the model. 

3 Two-dimensional convolutional neural network 

In the past two years, more and more researchers have used various deep learning models to solve time 

series classification problems. Compared with time series ensemble models with high classification accuracy, 
deep learning models are an end-to-end learning framework, The model can automatically extract the effective 

features in the data, avoiding complex data preprocessing and feature engineering in the early stage, and the 

accuracy of some deep learning models is far ahead of most existing traditional models. Among them, the 
fully convolutional network is a recognized relatively strong time series classification model. The stacked 

three convolutional layers can well extract the local information hidden in the sequence. The application of 

the global average pooling layer greatly reduces the model parameters. First, better classification results were 
also obtained on the time series benchmark data set. However, the general convolutional neural network 

usually uses a one-dimensional convolution kernel to construct the network, which usually has a significant 

effect in processing univariate time variable data, but it often does not work well for multivariate and high-
dimensional time series data. The dimensional convolution kernel is restricted by its own structure, and cannot 

extract relevant information between different variables, and cannot dig out the effective information hidden 

between sequence features. Aiming at this shortcoming, this paper proposes to use a two-dimensional 
convolution kernel to construct a convolutional neural network to process multivariate time series data, and 

apply it to user behavior recognition data sets, achieving better performance than traditional integrated 

learning and deep learning models. result. 
A time-series data set is a set of series data, observations in a period of time at equal time intervals. In 

the time series classification problem, any real-valued ordered data can be regarded as a time series. For 

multivariate time-series data, each sample has multiple pieces of time series data. Suppose there is a set of 

time series 𝐓 = {𝐓𝟏 , 𝑻𝟐, … , 𝑻𝒏} with data size n. Each time series sample has 𝐦𝐢  observations, that is,𝐓𝐢 =

{𝒕𝒊𝟏, 𝒕𝒊𝟐, … , 𝒕𝒊𝒎𝒊
} , corresponding to the category labels 𝐲𝐢, 𝐲𝐢 ∈ {𝟏, 𝟐, … , 𝑪}, and 𝐂 represents the number of 

categories. 

The structure of the two-dimensional convolutional neural network proposed in this paper is shown in 
Figure 1. Each convolution module first extracts relevant features through the convolution layer, and then 

processes the BN and activation layer, and finally extracts the high-level convolution module. The features 

are connected to the fully connected layer after global average pooling, and finally, enter the softmax 
classification layer for classification. 

The two-dimensional convolutional neural network is usually used to deal with the problem of image 

classification and detection. It extracts the relevant features of the picture through the convolution operation 
of the two-dimensional convolution kernel, abstracts layer by layer, and combines low-level features into 

high-level features. The format of an image in computer storage is a two-dimensional matrix, and the 

convolution operation of the two-dimensional convolution kernel to extract image features is ultimately to 
extract relevant information in the matrix data. For multivariate time series data, we can also regard it as two-
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dimensional matrix data, use a two-dimensional convolution kernel to extract the relevant features of the time 

series data matrix, and combine high-order features of different attributes to improve the generalization ability 

of the model. 
In a multi-layer two-dimensional convolutional neural network, the output of the previous layer is 

usually used as the input of this layer, the input data and the convolution kernel of this layer are convolved, 

and the output after the convolution operation is offset from the layer After the addition, it is activated by 
the activation function of this layer as the input data of the next layer. The formula is as follows:  

𝑧𝑗
𝑙 = ∑ 𝑎𝑖

𝑙−1 ∗ 𝑤𝑖𝑗
𝑙 + 𝑏𝑗

𝑙
𝑖   (3.1) 

aj
𝑙 = 𝑓(𝑧𝑗

𝑙) (3.2) 

 Among them, ⋇  represents the convolution operation, a𝑖
l−1 and ai

𝑙  are the input and output of the 

convolution kernel, f(. ) is the activation function, which is the non-linear unit in the network, usually the 
ReLU activation function, The definition formula is as follows: 

𝑅𝑒𝐿𝑈 = {
𝑥, 𝑥 > 0
0, 𝑥 ≤ 0

 (3.3) 

 For the convolutional neural network, the convolution module is only a part of the network, and each 
convolution module is also connected with batch standardization technology and ReLU activation function. 

The calculation process of each convolution block is as follows: 
𝑦 = 𝑊 ⊗ 𝑥 + 𝑏 (3.4) 

𝐵 = 𝐵𝑁(𝑦) (3.5) 
𝐴 = 𝑅𝑒𝐿𝑈(𝐵) (3.6) 

Among them, ⊗ represents the convolution operation, batch normalization is a commonly used data 
processing technique in the neural network training process, when the data is divided into small batches for 

gradient descent, the input of the previous layer of the network is first passed through the batch normalization 

process and then transmitted Entering the next layer of a network can speed up the training process of the 
network, accelerate the convergence and improve the generalization ability of the model, and prevent the 

gradient from disappearing and exploding. 

 After convolution by the multi-layer convolution module, the data will be passed to the global 
maximum pooling layer. The global maximum pooling layer is different from the maximum pooling layer. 

The maximum pooling layer is a subregion of the convolutional neural network feature map. The maximum 

pooling operation is performed, and the global maximum pooling is to perform the maximum pooling 
operation on the entire feature map. The application of the global maximum pooling layer can not only achieve 

the effect of regularization, but also greatly reduce the parameters of the model weight, and improve the 

generalization ability of the model. The following figure shows the structure of the convolutional neural 
network proposed in this article: 

 
Fig.1 Network architecture of Pyramid-CNN 

4 Experiment 

4.1 Dataset 
 The data set used in this article is the 2020 Xinwang Bank Jiaozi Cup user behavior recognition data 

set. The data set is the offset in space of the mobile phone of various behaviors transmitted by the mobile 
phone sensor when the user uses the mobile phone. There are 7500 samples in total. Each sample is about 

45~65 long and has 6 attributes: x-axis offset, y-axis offset, z-axis offset, x-axis drive offset, y-axis drive 

offset, and The offset of the z-axis driving amount. There are 19 categories of category tags, including 3 
scenes: walking, standing, sitting, and lying; and 6 types of actions in the three scenes: playing games, using 
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short videos such as vibrato or fast hands, watching long videos such as TV dramas or variety shows, Web 

browsing, text editing, other actions (such as taking photos, voice calls, video calls, voices, picture PS), and 
handing mobile phones are actions that do not distinguish between scenes. There are 19 categories (because 

privacy is involved, specific categories are not disclosed, Replace only with numbers). Some data of different 

categories are shown in the figure below: 

 
Fig.2 Schematic diagram of the offset of each category driving amount 

 From Figure 1, we can see the difference in the offset of different categories. According to the x, y, and 

z-axis offset data, we can naturally construct the character of the sample's modulus length in space, the formula 
is as follows: 

𝑚 = √𝑥2 + 𝑦2 + 𝑧2  (4.1) 

 At this time, each sample in the data set has 8 attributes, but from Figure 1, we can see that the sequence 

length of each sample is different. This paper uses Fourier sampling to uniformly sample it to 60, and then 
The attributes of each sample are connected together to construct a single-channel matrix of 60 × 8 × 1. 

4.2 Experimental platform and related settings 
 The experimental environment is a laboratory personal computer, the system is Window10, and the 
GPU is GeForceGTX 1070, 6 GB. All models are trained in the Keras deep learning framework based on 

TensorFlow. 

 In the experiment, the convolutional neural network module consists of 4 convolutional blocks, two 
Dropout layers, a maximum pooling layer, a global maximum pooling layer, and a fully connected layer. After 

each convolution block, there is a BN layer and an activation layer, and the activation function is ReLU. The 

number of iterations is 500, the batch-size is 32, the optimizer is Adam, and the initial learning rate is 0.001. 
Set the callback function to adjust the learning rate during training. During 10 consecutive iterations, if the 

model accuracy is not improved, then learn The rate attenuation is 0.5. The classification process of the user 

behavior recognition data set in the two-dimensional convolutional neural network proposed in this article is 
as shown in Table 1. 

4.3 Experimental results 
 The data set used in this article is user behavior recognition time series data. The category labels are 
divided into 3 kinds of scenes: walking, standing, sitting, and lying; and 6 kinds of actions in the three scenes: 

short videos such as playing games, brushing vibrato or fast hands, Watching long videos such as TV dramas 

or variety shows, browsing web pages, editing text, other actions (such as taking photos, voice calls, video 
calls, sending voices, picture PS), and handing mobile phones are actions that do not distinguish between 

scenes. There are 19 actions in total Category is a multivariate time series classification problem. This article 

uses classification accuracy as the evaluation index of the model, which is defined as follows:  

𝑎𝑐𝑐 =
𝑇ℎ𝑒 𝑠𝑢𝑚 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑐𝑜𝑟𝑒𝑠 𝑜𝑛 𝑎𝑙𝑙 𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 (4.2) 

Among them, the prediction score rule is as follows: if it is the behavior of handing over the phone 
(the 19th category), the prediction is correct and the prediction is wrong 0 points; if it is not the 

behavior of handing the phone, then the scene and action are completely predicted correctly, 1 point 

only correctly predicts the scene, 1/7 points only correctly predict the action, 1/3 points; scene and 
action are all incorrect, 0 points. 
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Table 1. Two-dimensional convolutional network classification process 

Layers  size 

(1) Input (60,8,1) 

Conv2D 

Batch normalization 

Activation 

First layer convolution 

(60,8,64) 

(60,8,64) 

(60,8,64) 

Conv2D 

Batch normalization 

Activation 

Second layer convolution 

(60,8,128) 

(60,8,128) 

(60,8,128) 

Maxpooling2D Pooling (30,8,128) 

Dropout 0.2 (30,8,128) 

Conv2D 

Batch normalization 

Activation 

Third layer convolution 

(30,8,256) 

(30,8,256) 

(30,8,256) 

Dropout 0.3 (30,8,256) 

GlobalMaxPooling2D Pooling (,256) 

Dense  (,64) 

softmax output (,19) 
 

  Because distance-based models are not easy to handle multivariate time series problems, this article 

selects the current integrated learning models with strong classification capabilities in the machine learning 
field: Random Forest and LightGBM, as well as one-dimensional full convolutional neural networks 

commonly used in the field of deep learning to deal with sequence problems As a comparison between the 

network and the RNN network based on LSTM units, the specific results are as follows:  
Table 2. Comparison of classification accuracy of different models 

Model Acc 

RF 

LightGBM 

FCN(Conv1D) 

LSTM 

Pyramid-CNN(Conv2D) 

0.675 

0.690 

0.752 

0.640 

0.782 
 

 From the above table, we can see that the two-dimensional convolutional network is stronger than the 
representative model random forest and LightGBM in the traditional machine learning model, and it is also 

stronger than FCN and LSTM. Because deep learning models can extract features from themselves, their 

accuracy is generally higher than traditional machine learning models. Two-dimensional convolutional neural 
networks have more advantages than one-dimensional convolutional neural networks for multivariate time 

series data. It can not only mine sequence The information in the time dimension can also dig out the 

information in the spatial dimension between different characteristics of the sample, which improves the 
generalization ability of the model. Moreover, the two-dimensional convolutional neural network can be 

applied to multivariate time series problems, which means that such problems can use many techniques in the 

field of computer vision in deep learning, such as the Dropout layer and BN layer we have used, which greatly 
improves the model’s performance The generalization ability improves the accuracy and robustness of the 

model. The application of a two-dimensional convolutional neural network also provides a new solution to 

the related problems in the field of time series with high-dimensional and multi-time nodes. 

5 Conclusions 

 Time series analysis has always been a research hotspot in the field of data mining, and time 
classification is also an important research direction in time series analysis. Aiming at the shortcomings of 

traditional time series classification methods, an end-to-end Pyramid-CNN network is proposed through the 
study of deep learning models. In this paper, by using a two-dimensional convolution kernel to convolve on 

multivariate time series data, not only the information of different time scales but also the information of 

different feature combinations are obtained. In this paper, this model is applied to user behavior recognition 
and compared with some existing methods, a higher accuracy is achieved. We will further study the model 

and learn the ideas of various construction models in the field of deep learning so that the model can extract 

more comprehensive features and improve the accuracy and robustness of the model. 
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