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Abstract. Link prediction is an important part of complex network research. Traditional static link 

prediction algorithm ignores that nodes and links in network are added and removed over time. But temporal 

link prediction can use the information of historical network to make better prediction. Based on local 

random walk, this paper proposes a time-series random walk algorithm. Given link data for times 1 through T, 

then we predict the links at time T+1. The algorithm first computes the Markov probability transfer matrix at 

each time, then combines them into a transformation matrix, and applies the local random walk algorithm to 

obtain the final prediction result. The experimental results on real networks show that our algorithm 

demonstrates better than other algorithms. 

Keywords: Strong and Weak solutions, temporal link prediction, Markov probability transfer matrix, local 

random walk. 

1. Introduction  

Many social, biological, and information systems can be well described by networks, where nodes 

represent individuals, biological elements, computers, web users, and so on, and links denote the relations or 

interactions between nodes. The study of complex networks has therefore become a common focus of many 

branches of science. Link prediction [1] aims at estimating the likelihood of the existence of links between 

nodes. The prediction of existent yet unknown links is similar to the data mining process, while the future 

links relates to the network evolution. 

Link prediction has huge theoretical and practical value. It has attracted a great deal of interest of many 

scientists from different fields. In many biological networks, such as food webs, protein–protein interaction 

networks and metabolic networks, whether a link between two nodes exists must be demonstrated by a large 

number of laboratorial experiments, which are usually very costly. Instead of blindly checking all possible 

interactions, to predict based on known interactions and focus on those links most likely to exist can sharply 

reduce the experimental costs if the predictions are accurate enough [2,3]. In rapid development of social 

networks and e-commerce platforms, link prediction is widely used in personalized recommendation system. 

Specifically, in online social network, based on some information of the current network, link prediction can 

recommend friends to users by predicting their possible relationship [4]. In e-commerce platform, link 

prediction can recommend goods or information to users. It can not only improve the users’ experience, but 

also solve the problem of data sparseness in commodity recommended system [5]. In addition, in scientific 

collaboration network, link prediction can be used to identify the possibility of cooperation [6]; In the 

aeronautical network, link prediction can provide transportation management strategy for airlines [7]. 

In recent years, the research of link prediction algorithms have attracted much attention. Document [8] 

is a summary literature of link prediction in complex networks, and link prediction algorithms are classified 

into three categories: (1) similarity-based algorithm; (2) the maximum likelihood algorithm; (3) probabilistic 

model for link prediction. This kind of classification reflects different modeling ideas of link prediction 

problem. The similarity- based algorithm is the most commonly used algorithm, which is characterized by 

simple algorithm, low computational complexity and widely apply. In this approach, some of the basic 

properties of nodes can be used to define their similarities, such as common features or topologies between 

nodes [9]. 

Most of the existing link prediction algorithms are still based on static network, that is, according to the 

static network at a certain time, the possibility of the link between nodes at next time is predicted, which is 

called static link prediction method [10]. In fact, these methods ignore the temporal characteristics of 
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network evolution, which is unreasonable in many specific application scenarios. Huang et al. [10] 

introduced temporal link prediction method, taking temporal evolutions of link occurrences into 

consideration to predict link occurrence probabilities at a particular time. Bliss et al. [11] proposed an 

evolutionary algorithm to integrate the topological features and node attribute characteristics in the network 

to improve the link prediction accuracy. Dunlavy et al. [12] considered bipartite graphs that evolved over 

time and considered to use matrix and tensor-based methods to predict future links. In addition, a weight-

based approach is proposed to integrate multiyear data into a single matrix, and future links can be predicted 

by using a truncated singular value. Behnaz Moradabadi et al. [13] proposed a new time series link 

prediction based on learning automata, for each link that must be predicted there is one learning automaton 

and each learning automaton tried to predict the existence or non-existence of the corresponding link. Deng 

et al. [14] proposed the concept of a temporal link prediction method based on the prediction error correction. 

Ahmed et al. [15] proposed a method for link prediction in temporal uncertain networks, which formalized 

the predicting problem by designing a random walk in temporal uncertain networks to obtain more accurate 

results. 

This paper is organized as follows: Section 2 describes the temporal link prediction problem. Section 3 

provides some concepts, presents the local random walk method, and then gives a temporal link prediction 

algorithm. Section 4 presents and analyzes the experimental results for link prediction algorithm on real 

datasets. Finally, Section 5 offers conclusions and possibilities for future work. 

2. Problem description 

Given a network G = {𝐺1, 𝐺2, ⋯ , 𝐺𝑡 , ⋯ } represents an evolution of network (as shown in Figure 1). A 

temporal network can be described by snapshots  𝐺𝑡 = (𝑉𝑡 , 𝐸𝑡 , 𝐴𝑡) for 𝑡 = 𝑡0, 𝑡0 + 1,⋯ , 𝑡0 + 𝑇 − 1, where 𝑇 

is the window size, 𝑉𝑡 is the node set of 𝐺𝑡, 𝐸𝑡 is the edge set of 𝐺𝑡, and 𝐴𝑡 is the adjacency matrix. The 

temporal link prediction problem is to predict the probability of occurrence of edges between two nodes in 

the network at time 𝑡0 + 𝑇. At time 𝑡, a link prediction algorithm is given to predict the probability 𝑠𝑥𝑦 that 

any nodes pair (𝑣𝑥 , 𝑣𝑦) will generate a new link at the next moment, that is, a representation of a 𝑠𝑥𝑦 

corresponds to one link prediction method, temporal link prediction method (TLPM) can be represented by a 

mapping: 

TLPM:𝐺′ → 𝑆 

Where 𝐺′ ⊂ 𝐺 is historical network topology information that has been observed, and contains multiple 

continuous network topological graphs; 𝑆  represents the link probability matrix, which is a guess about 

network topology in the future. Lv Linyuan and Zhou Tao [8] summed up different link prediction 

algorithms, and this paper selects common neighbors (CN) index, Adamic-Adar (AA) index, priority link (PA) 

index, Katz index as a reference.  

Fig. 1: temporal link prediction diagram of undirected simple network 
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3. Algorithm 

3.1 Basic concepts 

Definition 1. Given a probability space (Ω, 𝔉, 𝑃) and an index set 𝕋(⊂ R1), a stochastic process is a family 

of random variables {𝑋(𝑡), 𝑡 ∈ 𝕋} or {𝑋𝑡}𝑡∈𝕋, and it also can be written as {𝑋(𝑤, 𝑡), 𝑡 ∈ 𝕋} to reflect that it is 

actually a function of two variables, 𝑡 ∈ 𝕋 and 𝑤 ∈ Ω.  

𝐴∝ = {𝑥 ∶  𝜇�̃�(𝑥) ≥∝  ∀𝑥 ∈ 𝑋}. 
In many problems from the natural sciences a point 𝑡 ∈ 𝕋 has the meaning of time, so 𝑋(𝑡) is random 

variable representing a value observed at time 𝑡. The random variables 𝑋(𝑤, 𝑡) take values in the space 𝐸, 

which is called the state space of the stochastic process [16]. 

Definition 2. {𝑋𝑡 , 𝑡 = 0,1,2,⋯ } is a random sequence defined in the probability space (Ω, 𝔉, 𝑃), if any 

negative integer 𝑡 and the state 𝑖0, ⋯ , 𝑖𝑡 , 𝑖𝑡+1 ∈ 𝐸, have 

𝑃(𝑋𝑡+1 = 𝑖𝑡+1|𝑋𝑡 = 𝑖𝑡 , 𝑋𝑡−1 = 𝑖𝑡−1, ⋯ , 𝑋0 = 𝑖0) = 𝑃(𝑋𝑡+1 = 𝑗|𝑋𝑡 = 𝑖𝑡) 
then the random sequence {𝑋𝑡 , 𝑡 = 0,1,2,⋯ } is called a Markov chain, recorded as {𝑋𝑡 , 𝑡 ≥ 0}.  

The conditional distribution of any future state 𝑖𝑡+1 given the past states 𝑖0, 𝑖1, ⋯ , 𝑖𝑡−1 and present state 

𝑖𝑡, is independent of the past states and depends on the present state only [17]. 

The probability 𝑃(𝑋𝑡+1 = 𝑗|𝑋𝑡 = 𝑖) = 𝑝𝑖𝑗  represents the probability that the process will make a 

transition to state 𝑖 given that currently the process is in state 𝑗. Clearly one has 

{

0 ≤ 𝑝𝑖𝑗 ≤ 1,  𝑖, 𝑗 = 0,1,2,⋯ , 𝑛

∑𝑝𝑖𝑗

∞

𝑗=0

= 1,   𝑖, 𝑗 = 0,1,2,⋯ , 𝑛
 

where 𝑛 is the number of nodes. 

Definition 3. The matrix containing 𝑝𝑖𝑗,the transition probabilities 

  

is called the one-step transition probability matrix of the process. 

Definition 4. Define the 𝑙-step transition probability 

𝑝𝑖𝑗
(𝑙)

= 𝑃(𝑋𝑡+𝑙 = 𝑗|𝑋𝑡 = 𝑖) 

to be the probability that a process in state 𝑗 will be in state 𝑖 after 𝑙 additional transitions. 

The matrix 𝑃𝑙 = (𝑝𝑖𝑗
(𝑙)

)𝑛×𝑛 is the 𝑙-step transition probability matrix. 

3.2 Local random walk 
The concept of random walk first appeared in Karl Pearson's article in Nature, where Pearson described 

the random walk problem and gave the corresponding solution, then Lord Rayleigh extended the random 

walk. Since then random walk has been widely used in many research fields. In fact, the random walk  

 

Fig. 2: Brownian movement of molecules in the air 
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phenomenon is common in life, which has been reflected in many areas, such as the Brownian movement in  

physics; the simulation of biological individual activities in ecology; Markov chain Monte Carlo algorithm in 

computer science etc.. Figure 2 shows the Brownian motion of molecules in the air. 

Random walk is a Markov chain that describes the random walk particle access node sequence. At any 

node, it is assumed that the random walk particle randomly selects the edge adjacent to the next vertex with a 

certain probability at each step, or returns to the initial position with a certain probability. The global random 

walk algorithm is often computationally complex and therefore difficult to be applied to large-scale networks. 

While the local random walk has a smaller complexity, it is suitable for more real network with high 

complexity. Liu Weiping and Lvlin Yuan [18] proposed a local random walk (LRW) based on the local 

random walk of the network, which only considers the random walk process with finite number of steps. 

At time 𝑡, consider an undirected simple network 𝐺𝑡 = (𝑉𝑡 , 𝐸𝑡 , 𝐴𝑡), where |𝑉𝑡| = 𝑛 is the set of nodes, 

|𝐸𝑡| = 𝑚 is the set of links, and 𝐴𝑡  is the adjacency matrix. Multiple links and self-connections are not 

allowed. Random walk is a Markov chain that describes the sequence of nodes visited by a random walker. 

This process can be described by the transition probability matrix 𝑃 , with 𝑃𝑥𝑦 = 𝑎𝑥𝑦/𝑘𝑥  presenting the 

probability that a random walker staying at node 𝑣𝑥 will walk to 𝑣𝑦 in the next step, where 𝑎𝑥𝑦 equals 1 if 

node 𝑣𝑥  and node 𝑣𝑦  are connected, 0 otherwise, and 𝑘𝑥  denotes the degree of node 𝑣𝑥 . Given a random 

walker starting from node 𝑣𝑥, denoting by 𝜋𝑥𝑦(𝑙) the probability that this walker locates at node 𝑣𝑦 after 𝑙 

steps, we have 
�⃗� 𝑥(𝑙) = 𝑃′�⃗� 𝑥(𝑙 − 1), 𝑙 ≥ 0 

Where �⃗� 𝑥(0) is an 𝑁 × 1 vector with the element equal to 1 and others to 0. The initial resource is 

usually assigned according to the importance of nodes. Here we simply set the initial resource 𝑞𝑥 of node 𝑣𝑥 

proportional to its degree 𝑘𝑥, that is 𝑞𝑥 = 𝑘𝑥/2𝑚. Then after normalization the similarity between node 𝑣𝑥 

and node 𝑣𝑦 is 

𝑠𝑥𝑦
𝐿RW(𝑙) = 𝑞𝑥𝜋𝑥𝑦(𝑙) + 𝑞𝑦𝜋𝑦𝑥(𝑙) 

3.3 Time series random walk algorithm 
In the actual complex network, the relationship between nodes will keep changing over time, the 

probability of nodes’ connection will also keep changing, if link prediction can detect this dynamic change, 

then it can improve the prediction accuracy, so it is necessary to consider the effect of time variation on link 

prediction.  

In this work, we exploit temporal and topological information to predict potential links. In our proposed 

time series random walk method(TS-RWM), we first compute the Markov probability transfer matrix 𝑃𝑡0, 

 𝑃𝑡0+1 ,…,  𝑃𝑡0+𝑇−1  for the given temporal networks Gt0 , Gt0+1, ⋯ , Gt0+T−1  with window size 𝑇 , then 

combine them into a transformation matrix �̃�, and apply the local random walk algorithm to obtain the final 

prediction result. In the evolution of the temporal network, recent snapshots are more reliable for future link 

prediction; they should be emphasized to obtain more accurate prediction results. In our algorithm, a 

damping factor is used to assign greater importance to more recent information. Based on the damping factor 

𝛾(0 < γ < 1), transformation matrix �̃� is defined as 

�̃� = ∑ 𝛾𝑡0+𝑇−1−𝑡

𝑡0+𝑇−1

𝑡=𝑡0

𝑃𝑡 

Then it applies the local random walk based on transformation matrix �̃� to obtain the similarity score. 

The framework of algorithm TS-RWM is as follows.  

Algorithm TS-RWM(link prediction in temporal networks) 

Input: 

 𝐺𝑡 = (𝑉, 𝐸𝑡 , 𝐴𝑡)( 𝑡 = 𝑡0, 𝑡0 + 1,⋯ , 𝑡0 + 𝑇 − 1): sequence of networks; 

𝐴𝑡: the adjacent matrix of 𝐺𝑡; 

𝛾 : damping factor (0 < γ < 1); 

1 − λ: the probability of random walking of particles back to the initial position; 

𝑠𝑡𝑒𝑝𝑠: steps of random walk; 

Output: 

S: time series random walk similarity matrix; 

Begin 
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1. Initial �̃� as a zero 𝑛 × 𝑛 matrix, and initial 𝑆 as a unit matrix 𝐼; 

2. For 𝑡 = 𝑡0 to 𝑡0 + 𝑇 − 1: 

Execute the Markov probability transfer matrix  𝑃𝑡; 

�̃� = 𝛾�̃� + 𝑃𝑡; 

End 
3. While (𝑠𝑡𝑒𝑝𝑖 < 𝑠𝑡𝑒𝑝𝑠) 

Calculate LRW index: 𝑆 = (1 − 𝜆)𝐼 + 𝜆�̃�′𝑆; 

𝑠𝑡𝑒𝑝𝑖 =  𝑠𝑡𝑒𝑝𝑖 + 1; 

End 

S = S + S’; 
End 

4. Experiment 

4.1. Dataset 
In this paper, we use two different data sets to evaluate the proposed algorithm, namely the Enron E-

mail dataset and the Hep-th dataset (High-energy particle physics coauthor-ship dataset). 

The Enron data set, which originated from Enron's internal mail contact network, is the most widely 

used public data set in email related research. Its data is collected from mails of 150 Enron senior managers. 

This data set contains 252,759 e-mails, we select 21,254 e-mails during the period from May 1999 to June 

2002 for link prediction analysis. The nodes of the network are the mail address of 150 employees. An edge 

(𝑖, 𝑗) represents that there has been at least one e-mail communication between 𝑖 and 𝑗 (either 𝑖 sending at 

least one e-mail with recipients including 𝑗, or 𝑗 sending at least one e-mail with recipients including  𝑖). We 

performed the link prediction analysis mainly on the monthly e-mail graphs. 

The Hep-th dataset is based on data from the arXiv archive, which is widely used in the study of 

dynamic structure of complex network.. The complete data set contains 29,555 papers by 9,200 authors with 

87,794 coauthor-ship relationships during the period from 1992 to 2003, and we select 1,172 papers for link 

prediction analysis. The nodes of the network are authors. An edge (𝑖, 𝑗) represents that there has been at 

least one paper coauthored by 𝑖 and 𝑗. We performed the link prediction analysis on the quarterly coauthor-

ship graphs. 

There are three standard metrics AUC, Precision and Ranking Score to quantify the accuracy of link 

prediction algorithms. AUC evaluates the overall ranking resulted from the algorithm [19]; Precision focuses 

on the top-𝐿 candidates [20]; Ranking Score is more concerned with the sorting of the predicted edges [21]. 

This paper uses the AUC index to measure the accuracy of the link prediction algorithm. 

AUC can be interpreted as the probability that a randomly chosen missing link is given a higher score 

than a randomly chosen nonexistent link. In the implementation, among 𝑛 independent comparisons, if there 

are 𝑛′ times the missing link having a higher score and 𝑛′′ times being of the same score, we have 

0.5
AUC

n n

n

 
  

If all the scores are generated from an independent and identical distribution, the AUC should be about 

0.5. Therefore, the degree to which the AUC exceeds 0.5 indicates how much better the algorithm performs 

than pure chance. 
The training set and the test set are selected by moving window slice algorithm to calculate the AUC values (as 

shown in Fig. 3). First, we select the network snapshot of the pre-𝑇 time as the training set, and the network snapshot is 

used as the test set at time 𝑇 + 1, then calculate the AUC value, and move the window size back one unit for the next 

AUC value calculation, finally take the average of all AUC values. 

… 

Test set Training set 

… 

Test set Training set 

𝑡0 − 𝑇            𝑡0 − 𝑇 + 1            ⋯            𝑡0 − 1                𝑡0                𝑡0 + 1           ⋯    
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Fig. 3: Selection of training set and test set 

The AUC values at each time were calculated by using the common neighborhood (CN), Adamic-Adar 

(AA), preferred attachment(PA) and Katz(KZ) index for each time, and we took the average of all AUC 

values as the prediction results, and then compared them with the proposed algorithm. 

4.2. Experimental results and analysis 
Experiment 1 overall performance verification of the algorithm 

 
Fig. 4: Performance of TS-RWM and other methods 

In this experiments, we tested and compared the performance of proposed time series method TS-RWM 

with that of methods CN, AA, PA and Katz on the two datasets, and results were obtained by fixing window 

size 𝑇 = 20 and damping factor γ = 0.8. Fig. 4 shows the AUC values of results by TS-RWM and the AUC 

values of the results by other methods. From the figure, we can see clearly that CN, AA and Katz have similar 

effects and PA is the worst, while the results obtained by the TS-RWM model are better than those obtained 

by the previous four methods. In addition, the results of the Enron dataset are better than the results of the 

Hep-th dataset, which may be due to the fact that the Hep-th dataset is a bit sparse, and more papers will be 

considered for further research to improve prediction accuracy. 

Experiment 2 The effect of window size 

 
Fig. 5: The effect of window size  
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Fig. 6: The effect of window size  

Window size 𝑇 is an important parameter in temporal link prediction. We tested our method by varying 

the value of window size 𝑇 and fixing the damping factor γ = 0.8 , the experimental results are shown in 

Figure 5 and Figure 6. As can be seen from the figures, the performance of this algorithm is better than other 

algorithms. As the window size increases, the AUC values corresponding to different algorithms will 

increase first, and then there will be a relatively stable phase. When the window size continues to increase, 

the AUC value of some algorithms will decrease. This shows that the prediction accuracy of the algorithm is 

related to the window size. At the beginning, as the window size increases, the algorithm can use more 

historical information, so the prediction accuracy of the algorithm will gradually increase. However, when 

the window size increases to a certain extent, the distance between the initial time and the predicted time is 

far, too much historical information will have a negative impact, the accuracy of the algorithm will decrease. 

Therefore, it is important to find a suitable window size for the algorithm. 

Experiment 3 The effect of damping factor 

 
Fig. 7: The effect of damping factor  
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the damping factor γ and fixing window size  𝑇 = 7, the experimental results are shown in Figure 7. From 

the figure, we see that when γ = 0, the algorithm achieved the lowest performance on the two datasets. If 

γ = 0, only the latest snapshot is used to predict its next graph, which shows the importance of historical 

information. The AUC values improves when historical information is introduced. After the AUC value has 

reached the maximum, it deteriorates when the value of γ continues to increase. This indicates that damping 

factor γ has an impact on the prediction accuracy. Because the window size is 7, which is relatively small, all 
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inclusive historical information is useful, and the following AUC value declines more slowly.. In further 

experiments, we can vary the value of the window size  𝑇 and do more experiments.  

5. Conclusion 

This paper summarizes some methods of static link prediction and temporal link prediction, which have 
received widespread attention in recent years. Based on the static link prediction algorithm based on local 
random walk, a time series random walk algorithm is proposed to solve the problem of time series link 
prediction in the non-directional network. Based on local random walk, this paper proposed a time-series 
random walk algorithm, first computed the Markov probability transfer matrix at each time, then combined 
them into a transformation matrix, and applied the local random walk algorithm to obtain the final prediction 
result. The experimental results on real datasets-- Enron E-mail dataset and High-energy particle physics 
coauthor-ship dataset show that the proposed algorithm can effectively improve link prediction accuracy. In 
addition, the effect of window size and damping factor on experimental results is analyzed. 

The next research focuses on two aspects: (1) the applicability of the proposed method to directed, 

weighted networks; (2) how to predict the relationship between nodes for networks with multiple types of 

links. 
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