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Abstract. This paper proposes a parallel descent-like prediction-correction method(PDPCM) for structured 

variational inequalities with three blocks. In the prediction step, the intermediate point  ),,,( zyx is 

produced by solving three low-dimensional variational inequalities in parallel. In the correction step, a 

descent direction is first constructed using the iterate and the intermediate point, and then the new iterate is 

obtained along this descent direction. Global convergence of the proposed method is proved under mild 

assumptions, and we also establish its worse-case )/1( tO   convergence rate in the ergodic sense. 
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1. Introduction  

Let 
nRS  be a nonempty closed convex set and  F be a continuous mapping from S  into itself. 

The variational inequality problem, denoted by VI ),( FS , is to find Su *
, such that 

,,0)()( ** SuuFuu T                                                                (1)    

where ` T ' denotes the standard inner product. In this paper, we consider the VI ),( FS  which has the 

following separable structure: 
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  are given matrices with full rank; 

nRb is a given vector, and

,:,:,: 332211 nnnnnn
RRhRRgRRf   are given monotone continuous mappings. 

 By attaching a Lagrangian multiplier 
mR  to the linear constraint bCzByAx  , the above 

variational inequality problem can be converted into the following form (denoted by VI( ),QW : Find 

mRZYXWzyxw  :),,,( ***,**  such that 

,,0)()( ** WxwQww T                                           (2) 

Where 





















































bCzByAx

Czh

Byg

Axf

wQ
z

y

x

w
T

T

T









)(

)(

)(

)(,  

OPEN ACCESS

DOI https://doi.org/2024-JICS-22551 | Generated on 2025-04-09 08:08:06



Journal of Information and Computing Science, Vol. 10(2015) No. 2, pp 090-097 

 

 

JIC email for subscription: publishing@WAU.org.uk 

91 

    To solve VI ),( QW , the proximal alternating direction method(PADM)[2,5] finds a new iterate 

Wzyx kkkk  ),,,( 1111   from a given iterate Wzyx kkkk ),,,(  via the following procedure: Find 

Xx k ~ such that 

XxxxrbCzByxAAxfxx kkkkkkTkTk  ',0)}~()]~([)~({)~'(              (3) 

 and take
kx~  as 

1kx . Find Yy k ~  such that 

YyyysbCzyBxABygyy kkkkkkTkTk  ',0)}~()]~~([)~({)~'(           (4) 

 and take 
ky~  as 

1ky . Find Zz k ~  such that 

ZzzztbzCyBxACzhzz kkkkkkTkTk  ',0)}~()]~~~([)~({)~'(              (5) 

and take
kz~  as 

1kz . Finally, update 
k  via 

)~~~(1 bzCyBxA kkkkk                                   (6) 

where 0,0,0  tsr  are given proximal parameters; 0 is a given penalty parameter for the linear 

constraint bCzByAx  . Note that, when 0 tsr  in (3)-(5), the classical alternating direction 

method is obtained. Obviously, the variables )~,~,~( zyx  of the involved low-dimensional variational 

inequalities (3)-(5) are crossed and thus the PADM is not eligible for parallel computing in the sense that the 

solutions of sub-variational inequalities (3)-(5) cannot be obtained simultaneously. For the purpose of 

parallel computing, the author of [3] proposed the following parallel form of the PADM, denoted by 

PPADM (in fact, in [3], 0 tsr ): Find Xx k ~  such that 

XxxxrbCzByxAAxfxx kkkkkkTkTk  ',0)}~()]~([)~({)~'(          (7) 

Find Yy k ~  such that 

YyyysbCzyBAxBygyy kkkkkkTkTk  ',0)}~()]~([)~({)~'(           (8) 

Find Zz k ~  such that 

ZzzztbzCByAxCzhzz kkkkkkTkTk  ',0)}~()]~([)~({)~'(         (9) 

Finally, update 
k  via 

)~~~(1 bzCyBxA kkkkk                                             (10) 

 Obviously, the variables of the above sub-variational inequalities are not crossed. However, we cannot 

ensure convergence of the iterate sequence if we set 
kk ww ~1 

, therefore, in [3], the new iterate 
1kw  is 

generated by a descent step. More specifically, 

),~(11 Kk

k

kk wwMHww                                     (11) 

where M is a predefined symmetric matrix; H is a given proper positive definite matrix, and k  is a 

judiciously chosen step size. 

  The sub-variational inequalities (7)-(9) are easy to solve if the evaluations of ),()/( 1 AvfAAT  

),()/( 1 BvgBBT    and ),()/( 1 CvhCCT    are simple, however, if BA,  and C  are not identity 

matrices, the above evaluations could be costly. In this paper, motivated by [6], we propose a modified 

version of the PPADM (denoted by PDPCM), and the new sub-variational inequalities in PDPCM are easy to 

solve under the assumption that the resolvent operators of gf ,  and h  are easy to evaluate, where the 

resolvent operator of mapping T is defined as )()( 1 vTI   . We prove the global convergence of the 

PDPCM, moreover, inspired by the strategy in [4,5], we establish its worst-case )/1( tO  convergence rate in 

ergodic sense. 

The rest of the paper is organized as follows. We first give some basic concepts which are useful in the 

following analysis in Section 2. Then, in Section 3, we describe the parallel descent-like prediction-

correction method(PDPCM) for structured variational inequalities, and the global convergence of the new 

method is proved. We establish the PDPCM's worst-case )/1( tO  convergence rate in ergodic sense in 

Section 4 and some conclusions are drawn in the last section. 
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2. Preliminaries  

In this section, we give some standard assumptions and related definitions which will be used in the 

following discussion. We make the following standard assumptions throughout this paper: 

Assumption 

(A1) The solution set of problem VI( ),QW , denoted by
*W , is nonempty. 

 (A2) The underlying mappings gf ,  and h  are monotone and continuous. A mapping  
nn RRF :  is 

said monotone on a closed convex set
nR  if 

.,,0))()(()(  vuvFuFvu T
 

 (A3) The resolvent operators of gf ,  and h   are easy to evaluate. 

It is easy to prove that Q  is also monotone when gf ,  and h  are monotone, thus the solution set of VI

),( QW  is closed and convex under Assumption (A2). 

Let H  be a symmetric positive definite matrix, the H -norm of the vector u  is denoted by

Huuu T

H
 . For a matrix A , A  denotes its norm }1:max{:  xAxA . Then, we provide a 

useful characterization on
*W as Theorem 2.1 in [4] and Theorem 2.3.5 in [1]. 

Theorem 1.  The solution set of VI ),( QW  is convex and it can be characterized as 

}.0)()~(:~{* 


wQwwWwW T

Ww

                                                (12) 

Based on Theorem 1, Ww~ can be regarded as an ò-approximation solution of VI ),( QW if it satisfies 

,)}()~{(sup 


wQww T

Dw

                                                             (13) 

where WD   is some compact set. As Definition in [11], we can take 

}.1~|{:  wwWwBD W  

In our latter analysis, we shall establish the worse-case )/1( tO  convergence rate for the new algorithm to be 

presented in the sense that after t  iterations, we can find a  Ww~ such that 

),~(,)()~( wBwwQww W

T    

with )./1( tO  

  

3. Algorithm and global convergence 

    In this section, we present a new parallel descent-like prediction-correction method(PDPCM) for VI

),( QW , and show its global convergence. To make the algorithm more succinct, we first define the some 

matrices. 
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Obvisouly, M and PPT
 are symmetric positive definite matrices whenever 0,,, tsr . In addition, let

321 nnnn  , )~,~,~(~ kkkk zyxw   Now, we describe our algorithm detailed as follows: 

The parallel descent-like prediction-correction method 

Step 0.(Initialization step)} Let )2,0(,0   , and 
)()( mnmnRH   be symmetric and positive definite. 

Choose the parameters 0,, tsr ,such that 

CCtBBsAAr TTT  3,3,3                                         (15) 

Given 0 , choose Wzyxw  ),,,( 00000  , and set k :=0. 

Step 1.(Prediction step) Generate the predictor Xx k ~  such that 
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XxxxrAxfxx kkkTkTk  ',0)}~()~({)~'(                                (16) 

Find Yy k ~  such that 

YyyysBygyy kkkTkTk  ',0)}~()~({)~'(                                (17) 

Find Zz k ~  such that 

ZzzztCzhzz kkkTkTk  ',0)}~()~({)~'(                                  (18) 

Finally, update 
k  via 

 )~~~(
~

bzCyBxA kkkkk                                                          (19) 

Step 2.(Correction step) The new iterate is produced by: 

),~(11 kk

k

kk wwPHww                                                               (20) 

Where 

,
)~(

)~,(
,

2
1

**

H

kk

kk

kkk

wwPH

ww







 , 

with 

.~)~,(
2

P

kkkk wwww                                                                        (21) 

Step 3. Convergence verification: If  kk ww ~ , then stop; otherwise, set 1:  kK  and goto Step 1. 

Remark 1. It is easy to check that 0~  kk ww  if and only if
kkkkkkkk zzyyxx 

~
,~,~,~  . Then, 

from (16)-(19), we have that
kw  is actually a solution of VI ),( QW  which means the iteration will be 

terminated. Thus, the stopping condition in Step 3 is reasonable. 

Remark 2.Note that the inequalities (16)-(18) can generate the intermediate points 
kkk zyx ~,~,~  

simultaneously, and thus the PDPCM is eligible for parallel computation. 

The following lemma is devoted to showing that )~,( kk ww is positive in the case .0~ 2


M

kk ww  

Lemma 1. Let 
kw~  be generated by (16)-(19) from a given 

kw  and )~,( kk ww  be defined in (21). Then we 

have 

,~)2/31()~,(
2

M

kkkk wwww                                                        (22) 

with 

                            }
3

,
3

.
3

max{
t

CC

s

BB

r

AA TTT 
                                     (23) 

Proof. From the definitions of )~,( kk ww and matrices PM , , we have 

)~()
~

()~()
~
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(~

)~()~(
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2
kkTkkkkTkkkkTkk
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kkTkk
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zzCyyBxxAww

wwPww
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(24) 

By using the Cauchy-Schwartz inequality, we have 
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Substituting the above three inequalities in (24), we have (22) by the definition of  and the last equality 

follows from the definition M  in (14). This completes the proof. 

Remark 3. From (15) and (23), we have ]1,0( . Consequently, using (22), we get that ( , )k kw w % is 

positive in the case .0~ 2


M

kk ww  

Remark 4. Since 
2

1
2

1 ~)~( kkT

H

kk wwPHPwwPH  
 

and 

,~~ 22
kk

M

kk wwvww   

where }/1,,,min{ tsrv  . It follows from the definition of 
*

k  that 

.:
2

)32(
1

* 


 



 PHP

v
Tk                                                    (25) 

Lemma 2.  If 
kw~  is generated by (16)-(19) from a given

kw , then we have  

.',0)~()~(,~' WwwwPwQww kkkk                                        (26) 

Proof. Note that (15)-(18) can be rewritten into: 

XxxxrAAxfxx kkkkTkTkTk  ',0)}~()
~

(
~

)~({)~'(   

YyyysBBygyy kkkkTkTkTk  ',0)}~()
~

(
~

)~({)~'(   

ZzzztCCzhzz kkkkTkTkTk  ',0)}~()
~

(
~

)~({)~'(   

.0]/)
~

(~~~[)
~

(   kkkkkTkk bzCyBxA  

Using the notations of Q  and P , we can get (26) from the above four inequalities. The proof is complete. 

Now, we prove the contraction of the PDPCM. First, we give an important lemma. 

Lemma 3. Let the sequences }{ kw  and }~{ kw  be generated by the PDPCM. Then, for any Ww' , we have 

.~')
2

3
1()2(

2

1
)'~'(

2

1
)~()~'(

2
*

2
1

2
*

M

k

k
H

k

H

kkTk

k wwwwwwwQww   
       (27) 

Proof. First, using (26), we have 

.,)~()~'()~()~'( WwwwPwwwQww TkkTkkTk   

Then, from (20), we get 

).()~( 1*  kkkk

k wwHwwP  

It follows that 

).()'()~()'( 1*  kkTkkkTk

k wwHwwwwPww  

Thus, it suffices to show that 

.~')
2

3
1()2(

2

1
)'~'(

2

1
)()~'(

2
*

2
1

2
1

M

k

k
H

k

H

kkkTk wwwwwwwwHww   
   (28) 

By setting 
kk wcwbwa  ,~,'  and 

1 kwd  in the identity 

                    ),(
2

1
)(

2

1
)()(

2222

HHHH

T bdbccadadcHba   

we can derive that 

),~~(
2

1
)''(

2

1
)()~'(

2
1

222
11

H

kk

H

kk

H

k

H

kkkTk wwwwwwwwwwHww  
   (29) 

For the second term in the right side, from (20), we have the following inequality: 
2

1
2 ~~

H

kk

H

kk wwww    

2
1*

2

)~(~~
H

kk

k

kk

H

kk wwPHwwww    
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2
12** )~()()~()~(2

H

kk

k

kkTkk

k wwPHwwPww    

)~,()~()~()(2 *22* kk

k

kkTkk

k wwwwPww    

)~,()2( * kk

k ww   

,~)
2

3
1()2(

2
*

M

kk

k ww 


        

where the last inequality follows from (22). Combining the above inequality and (29), we obtain (28). The 

assertion (27) follows immediately. The proof is completed. 

With the above lemmas, now we can prove the contraction of the PDPCM. 

Theorem 2. Let the sequences }{ kw  and }~{ kw  be generated by the PDPCM. Then, for any 0k , we have 

,~)
2

3
1)(2(

22
*

2
*1 kk

M

k

M

k wwwwww  
     (30) 

With }./1,,,min{ tsrv  . 

Proof. Setting 
kww '  in (27), we get 

).~()~(2~)
2

3
1()2(~ *

2
*

2
1

2
kTkk

k
M

kk

k
H

kk

H

kk wQwwwwwwww   


  

Because ,0)()~()~()~( ***  wQwwwQww TkkTk
 it follows from the last inequality that 

k

H

kk

H

kk wwww
2

1
2~   

2
* ~)

2

3
1()2(

M

kk

k ww 


  

      
2~)

2

3
1)(2(

M

kk ww 


  

 where the last inequality follows from (25) and the definition of  . Thus, we obtain (30). The proof is  

completed. 

Based on the above theorem, we are ready to prove the convergence of the proposed method. 

Theorem 3. The sequence }{ kw  generated by the proposed method converges to a solution of VI( QW , ). 

Proof. Since )2,0(],1,0(   , it follows from (30) that 

.
2

*0
2

*
2

*1 

MM

k

M

k wwwwww   

 

This means that the sequence }{ kw  is bounded, and it has at least one cluster point. Let 
w  be a cluster 

point of the sequence }{ kw  and the subsequence }{ jk
w  converges to

w . It follows from (30) again that 

             ,0
~

,0~,0~,0~
limlimlimlim 



kk

k

kk

k

kk

k

kk

k

zzyyxx       (31) 

Then (16)-(19) and (31) imply that 

XxAxfxx TT   ',0])([)'(   

YyBygyy TT   ',0])([)'(   

ZzCzhzz TT   ',0])([)'(   

.0  bCzByAx  

which implies that 
*Ww 
, i.e., 

w  is a solution of VI( QW , ). Now, we have to show that the sequence 

}{ kw  actually converges to 
w . Suppose that ŵ  is another cluster point of }{ kw .Then, we have 

.0ˆ:  

H
ww ˆ: 0.Hw w   ‖ ‖  
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Because 
w  is a cluster point of the sequence }{ kw , there is a 00 k  such that 

.
2

0


 

H

k
ww  

On the other hand, since  }{
H

k ww  is non-increased, we have 
H

k

H

k wwww   0  for all

0kk  , and it follows that 

                                    .,
2

ˆˆ
0kkwwwwww

H

k

HH

k   
 

which is contradicts the fact that ŵ  is a cluster point of }{ kw . This contradiction indicates that the 

sequence }{ kw converges its unique cluster point w
, which is a solution of VI( QW , ). This completes the 

proof. 

5. Convergence rate of the PDPCM 

Now, we are ready to present the )/1( tO  convergence rate for the PCPCM. 

Theorem 4. For any integer 0t , we have a Wwt 
~  which satisfies 

,','
2

1
)'()'~(

2
0 Wwww

Y
wQww

H
t

T 


 

where 





t

k

k

t

k

t

k

k

t

t Yw
Y

w
00

,~1~   

Proof. By using the monotonicity ofQ , from (27), we get 

                                          .
2

1
'

2

1
)'()~'(

2
1

2
*

H

k

H

kTk

k wwwwwQww   

Summing the above inequality over tk ,,1,0  , we obtain 

                             .',0'
2

1
)'()~')((

2
0

0

*

0

* WwwwwQww
H

Tk
t

k

k

t

k

k 


  

Using the notation of tY and tw~  in the above inequality, we can derive 

,','
2

1
)'()'~(

2
0 Wwww

Y
wQww

H
t

T 


 

Indeed, Wwt 
~ because it is a convex combination of .~,~~

,1,0 twww  . This completes the proof. 

It follows from (25) that )1(  tYt  , and the method has )/1( tO  convergence rate. In fact, for a given 

compact set WD  , let  }'|'s u p { 0 Dwwwd
H

 , where 
0w is the initial iterate. Then, the method 

reach 

,',)'()'~( DwwQww T

t    

in at most 











2

2d
t  

iteration. Thus a worst-case )/1( tO  convergence rate of PDPCM in ergodic sense is established. 

6. Conclusions 

    In this paper, we presented a parallel descent-like prediction-correction method for structured monotone 

variational inequalities with three separate operators. At each iteration, the algorithm solve three strongly 

monotone sub-variational inequalities parallel to produce a predictor, and then make a simple correction to 

OPEN ACCESS

DOI https://doi.org/2024-JICS-22551 | Generated on 2025-04-09 08:08:06



Journal of Information and Computing Science, Vol. 10(2015) No. 2, pp 090-097 

 

 

JIC email for subscription: publishing@WAU.org.uk 

97 

generate the new iterate. We also proved its global convergence and )/1( tO  convergence rate under mild 

conditions. 
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