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Abstract. This paper first discusses the structure of abstract smoothing splines associated with bounded 
linear operators. The minimum-norm property and the representation of the operator smoothing spline are 
obtained by introducing a new inner product. Then the smoothing approximate solution with interpolating 
errors of operator equation T x=y is studied, and the error estimates are also given. 
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Suppose X ,Y are real Hilbert spaces，T is a bounded linear operator from X to Y. There is an important 
problem both in theory and application: for a given y∈Y，find a approximate solution for the operator 
equation . Paper [1] summarized the general theory of the projection approximate solution for the 
operator equation. [2] established the theory and method of using the operator of abstract spline 
interpolations for the approximate solution of the operator equation and indicated that solution of 

yTx =

yTx =  
can be approximated by operator interpolation splines  which satisfy the interpolation conditions 

.sometimes we needn’t the solution strictly satisfies the interpolation conditions, 
that is there can be interpolating errors, but we need the solution has other optimum properties (e.g. 
smoothing rule). How can we construct such solutions? How can we estimate their errors? These are what 
we will discuss in this paper. 

xSn

( ) (1i n iS x x i nλ λ= ≤ ≤ )

1. Operator Smoothing Spline and Minimum-Norm Problem 
Let  be real Hilbert spaces with inner products and associated norms respectively YX ,

YXYX
⋅⋅⋅⋅⋅⋅ ,,,,, . Denote by 

X
T  the norm of the bounded linear operator T：X→Y , and suppose its 

range R（T）=Y，the null space  N（T）is an m-dimensional subspace of X . Suppose  are 

linearly independent functionals on X with 

( )1,2j jλ =

j X
λ  satisfying 

2

1 jj x
λ∞

=
< ∞∑ ，and ( )1j j mλ ≤ ≤  are 

linearly independent on N（T）. For 0x X∈ ，and a positive integer n≥m, if  solves the following 
optimization problem: 

ns X∈

 { }∑ =∈
−+

n

j jjYXx
xxTx

1
2

0
2 )(min λλ  ,                                                  （1） 

we call  the operator T- smoothing splinens X∈ [3] with respect to x0 and 1{ }
j

nλ . 

For a given y ，denote by xY∈ 0  the solution of operator equation T x= y. Suppose we have the 

values ( )0 1j x j mλ ≤ ≤ ， and  is the solution of optimization problem （ 1 ） satisfying Xxn ∈

(0 0n x
x x n− → →∞)

                                                          

，we call  the smoothing approximate solution of . nx yxT =

Introduce new spaces as  

 
+ E-mail address:  xjz_20075@163.com

Published by World Academic Press, World Academic Union 

OPEN ACCESS

DOI https://doi.org/2024-JICS-22759 | Generated on 2025-04-12 04:21:04

mailto:xjz_20075@163.com


Xinjian Zhang: Operator Smoothing Splines and the Smoothing Appoximate Solutions of Operate Equaions  18 
 

( ) ( )
( ) ( )

2
1 2

2
1 2

{ , : , , , , ,

{ , : , , , , ,
n

n

X x x e x X e e e e l

Y y y p y Y p p p p l

+ +

+ +

= = ∈ = ∈

= = ∈ = ∈

}

}
+

 

Now, consider the operator  and linear functionals  as follows :T X Y+ + → +
jλ

( ) 1
2, ( ,T x T x e Tx e x)λ+ + += = − ,  where ),,( 21 xxx λλλ =                                 （2） 

( ) 1
2, ,j j j jx x e x e jλ λ λ+ + += = + =1, 2                                       （3） 

It is clear that the null space ( ) ( ) ( ) 1
2{ , : ,N T x x e x N T e x}λ+ += = ∈ = ，and that  

are linearly independent on X

),2,1( =+ jjλ
 + , ( )1j j mλ+ ≤ ≤  are linearly independent on N（T）.  

Let{ }m
j 1ϕ be a basis for N（T）, then ( )1

2( , ) 1,2, ,i i i iϕ ϕ λϕ+ = = m is a basis for N（T + ）, and we 

can know from the independence of the ( )1,2, ,i iλ = m on N （ T ） that the matrix 

( ) ( ) mmijmmij ××
++ ==Φ ϕλϕλ  is invertible. Then denote by Φj the matrix which obtained by replacing the j-

th column of  by ( ) ,  let Φ T
mϕϕ ,,1 j det detjα = Φ Φ , 1

2( , )j j jα α λα+ = ),,2,1( mj = , then 

+ +0 , 1j i j i j ijT a a i j mλ λ λ δ+ + = = = ≤， , ≤                                          (4) 

Lemma 1.  Any x X +∈  and ( , )x x e X+ = ∈ +  can be uniquely decomposed as 

          1 2 1 21
( ) , ( ), ( )m

i ii
x x x x a x x N T x N Tλ +

=
= + = + ∈ ∈∑                                        (5) 

          1 1
1 2 12 21 1

( ) ( ) ( )m m
i i i i ii i

x x a x e x x e a xλ λ λ+ + +
= =

= + − = +∑ ∑ ++                                (6) 

and ++++++ ==≤≤== xTxTxTxTmjxx jj ,),1(0λλ . 

By Lemma 1, we define inner products for  X，Y +  and X +  respectively as follows 

1 1
, ( )( ) , , ,m

i i Yi
x z x z Tx Tz x zλ λ

=
= +∑ X∈                                                                            （7） 

1
2* 1

( , ), ( , ) , , ( , ), ( , )j jY j
y p w q y w p q y p w q Y∞ +

=
= + ∈∑                                                  （8） 

1 1
2 21*

, ( )( ) ( )(m m
i i i i ii i

)ix z x z T z x e zλ λ λ λ+ + + + + + + +
= =

= + = +∑ ∑ d+  

1 1 1
2 2 21

, ( )( ), ,i i i iY i
Tx Tz e x d z x z Xλ λ∞ + + +

=
+ + − − ∈∑        （9） 

with the corresponding norms denoted by 
*1

, ⋅⋅  and ⋅  respectively. We know from the Lemma 1 and 

Lemma 2 in paper [2] that relative to the inner product (7) X  is complete and the linear functionals 
( 1, 2,i j )λ = are continuous. Furthermore, we can easily know that Y +  is complete relative to the inner 

product (8). 
Using the Banach’s inverse mapping theorem, we can obtain the following lemma. 

Lemma 2.  The norms 
1

,X⋅ ⋅  for X  are equivalent. 

We know from (2),(8) and (9) that the linear operator T + ：X + →Y + is bounded，and 1T + ≤ . 

Now, we can obtain an important result as below. The proof is a generalization of that in [1] and is thus 
omitted. 

Theorem 1.  X + with the inner product (9) is a Hilbert space.  
For 0 ,x X∈ denote 

1
0 0 2( ) { ( , ) : (1 ), ( 1)}n j j j jU x x x e X x x j n e x j nλ λ λ+ + + + += = ∈ = ≤ ≤ = ≥ +        （13） 

1
2(0) { ( , ) : 0(1 ), ( 1)}n j j jU x x e X x j n e x j nλ λ+ + + + += = ∈ = ≤ ≤ = ≥ +           （14） 
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then the optimization problem（1）can be described as the minimum-norm problem in space ( ,X + )⋅ : 

2 22 2 1
0 21 1( , ) (0)

2 22 1 1
2 21 1( , ) (0)

min{ ( ) } min { ( ) }

min { ( ) ( ) }

n

n

n n
j j j jY Yj jx X x e U

m
j j j jY j jx e U

Tx x x Tx e x

Tx e x x e

λ λ λ

λ λ

+

+

= =∈ ∈

∞

= =∈

+ − = + −

= + − + +

∑ ∑

∑ ∑
 

2

( , ) (0)
min

nx e U
x

+∈
=                                                                                                                                           （15） 

By introducing new spaces X +， +Y ,  the optimization problem（1）can be reformulated as a 
minimum-norm problem in space +X . This method was inspired by Weinert and Sidhu [4],[5]. But their 
method is restricted to the ordinary differential operator spline, and n  is fixedly, we explore abstract spaces 
and abstract operators. In order to get the smoothing spline sequence and the smoothing approximate 
solution sequence to the operator equation, associated norms and spline projection methods have to be 
adapted to the arbitrariness of n . All above lead to the fact that our work (section1 and 2) is essentially 
different to the work in papers [4][5]. 

2. Solve Operator Smoothing Spline 
Lemma 3.  Assume that  is the representer in jh 1

( , )X ⋅ of the functional jλ ，let 

                ( ) ( )
( )⎩

⎨
⎧

+≥
≤≤

==+

1,,2
1,,

, 2
1

mjwh
mjhh

wgh
jj

jj
jjj

λ
                                （16） 

where ( ) )1(,,1,,,,0,,0 111 +≥+= +−+ mjhhhhw jjjjjjjmj λλλλ , then 

, , , 1, 2,j jx x x X jλ λ+ + + + + += ∈ =  

Lemma 3 shows that ih+  is the representer of iλ
+ , so iλ

+  is continuous with respect to the inner (9) in 
space X + . 

Theorem 2.  If ，and ( , ) (0)nx x e U+ += ∈ ⊥ 1
2 ( 1,j je x j n n )mλ= ≥ + ≥ ，then x+  can be represented 

linearly by . 1 2, , , nh h h+ + +

Proof : For any  and every ，we have from (16) that ++ ∈= Xdzz ),( 1n m≥ +

1
21

, ( )( ),i i ij j i j jj n
h z z w h d z m i nλ λ λ∞+ + + +

= +
= + − − + ≤ ≤∑ 1                       （17） 

when , since )0(++ ∈ nUz )1(0),1(2
1 niznjzd

ijj ≤≤=+≥= ++λλ , then for any ，

we have 

( 1ijw j n= ≥ + )

0))(( 2
1

1
=−−∑∞

+=
zdhw jjjnj ji λλ , and 0, == ++++ zzh ii λ )1( nim ≤≤+ . In a similar way, 

we can know that , 0(1ih z i m+ + )= ≤ ≤  hold for any and(0)nz U+ +∈ (ijw j n 1)= ≥ + . Then let 

( , ) (1 ), (2 , ) ( 1 )i i i i i ih h w i m h h w m i n+ += ≤ ≤ = + ≤ ≤                                        （18） 
1 1

, 1 , 22 2( , , , , , ), 1i j i n i i n i nw h h w w i mλ λ + += ≤ ≤  

1 1 1 , 1 , 2(0, ,0, , , ,1 , , , , , , ), ( 1 )i m i i i i i i i n i i n i nw h h h h h w w m i nλ λ λ λ λ+ − + + += + + ≤ ≤  

where (1 , 1)ijw i n j n≤ ≤ ≥ + are arbitrary，thus, when , we have )0(++ ∈ nUz

, 0 (1ih z i n+ + = ≤ ≤ ) . 

On the contrary ， if satisfies ( , )z z d+ = , 0(1ih z i n+ + = ≤ ≤ ) ， then there must be 

, 0(1ih z i n+ + = ≤ ≤ ) n，which implies, using Lemma 3 , 0(1 )i z iλ+ + = ≤ ≤ . And similar to (17), we 
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know that 0))((,0 2
1

1
=−−== ∑∞

+=
++ zdhwzh jjjnj jii λλ  holds for any (ijw j n≥ +1) . Setting 

1
2 (ij j i j jw h d z j n 1)λ λ= + − ≥ + ，gives 0)( 2

1 2
1 =−∑∞

+=
zd jnj j λ , 

then 1
2 (j jd z j n 1)λ= ≥ + ，so . (0)nz U+ +∈

From above we have (0) , 0(1 )n iz U h z i n+ + + +∈ ⇔ = ≤ ≤ . It follows that if we denote 

{ ,1 }n iH Span h i n+ += ≤ ≤ , then 

(0) ( )nU Hn
+ + ⊥= .                                                                        （19） 

We will prove that nH +  is a closed set. Let i ig h hi
+ + += − ，that is i ih h gi

+ + += + ，where  is defined 

as (16). Using (9), (16) and (18), we have

ih+

2 2

i i ih h g+ + += +
2

. Denote 

{ ,1 }, { ,1 }n i n iH Span h i n E Span g i n+ + + += ≤ ≤ = ≤ ≤  

thus nH + can be expressed as the direct sum : n n nH H E+ += ⊕ + . Noticing that ( )iig θ,0=+ , 

),,,0,,0( 22,11, inniinnii gwgw ++++ −−= λλθ  , 
2 2

1
(i ijj n

g w λ∞+
= +

= −∑ )j ig ， and the 

arbitrariness of ijw , we can regard nE +  as the space , so 2l nE +  is also a complete space. Since nH +  is a 

finite dimensional subspace, we know that nH +  is a closed set of X + . 

  Now, it can be know from (19) that (0) ( )n nU H nH+ ⊥ + ⊥⊥= = +

+= ∈

,  which implies that when 

,  ( , ) (0)nx x e U+ ⊥ x+  must be a linear combination of 1 , , nh h+ + . We know from (16),(18) that 

when , then and1 i n≤ ≤ 1 1( , ) (0)i nh g w U+ += ∈ ⊥ 1
2 (ij j iw g j n 1)λ= ≥ + .Consequently, if 

 satisfying ( , ) (0)nx x e U+ = ∈ + ⊥ 1
2 (j je x j n 1)λ= ≥ + , then x+  can be expressed by a linear combination 

of 1 , , nh h+ + .  ▋ 

Theorem 3.  The operator T -smoothing spline defined by (1) or (15) is the projection of 

any element in onto U , and can be expressed as a linear combination of 

*( , )n n ns s e+ =

0( )nU x+ (0)n
+ ⊥

1 , , nh h+ + , i.e. 

*
1

( , ) n
n n n ii

s s e c h+
=

= = i
+∑                                                           （20） 

Proof : For any ( ) ,n ox U x+ +∈ since ( )0nU + is a closed subspace, by the projection theorem, there exists 

a unique satisfies  ( )ˆ 0nx U+ +∈

(0)
ˆ inf

nz U
x x x

+ +
z+ + +

∈
− = − +

⊥

 

where . It is clear that ˆ (0)nx x U+ + +− ∈ ˆx x+ +− and x z+ +− belong to ， and 

，these imply, from (15), that 
0( )nU x+

0( ) (0)nU x x U+ + += − n ˆx x+ +− must be the operator T- smoothing spline 

with*( , )n n ns s e+ = )1(2
1* +≥= njse njnj λ . Now, by Theorem 2, can be expressed by a linear 

combination of .  ▋ 

*( , )n n ns s e+ =

1 , , nh h+ +

From (20) and (4), we know  

*
1 1 1

1 ( ) , 2
2

m n m n
n i i i i n i i i ii i m i i

e c h c w s c h c hλ
= = + = =

= + = +∑ ∑ ∑ ∑ 1m+
， 

If  is denoted as , then from (4) we have *
ne * * * *

1 2( , , , , )n n n nje e e e=

JIC email for contribution: editor@jic.org.uk 

OPEN ACCESS

DOI https://doi.org/2024-JICS-22759 | Generated on 2025-04-12 04:21:04



Journal of Information and Computing Science, 4 (2009) 1, pp 017-025 21
 
 

* 1 1
2 21

* 1 1
2 21 1 1

* 1 1
2 21 1 1

( ) , 1

( ) ( ) ( ), 1

( ) ( ) ( ), 1

m
nj i j i ji

n m m
nj j i j i j i j i i j ii i i m

n m m
nj i j i i j i i j ii i i m

e c h c j m

e c c g c c h c h m j n

e c g c h c h j n

λ

λ λ λ

λ λ λ

=

= = = +

= = = +

= = ≤ ≤

= + = + + + ≤ ≤

= = + ≥ +

∑
∑ ∑ ∑

∑ ∑ ∑
                  （21） 

Since ，then *
0( , ) ( )n n n ns s e U x+ += ∈ * 1

0 2 (1 )nj j j ne x s jλ λ n= − ≤ ≤ , and by (20)(21), we have 

01

01 1

( ) , 1

( ) ( ), 1

n
j i j i ji m

n m
j i j i j i j ii m i

c c h x j m

c c h x c h m

λ λ

λ λ λ
= +

= + =

+ = ≤ ≤

+ = − +

∑
∑ ∑ j n≤ ≤

                           （22） 

Substituting determined by (22) into (20), we obtain the operator T-smoothing spline(1 )ic i n≤ ≤ ns+ . It 

follows from 0
*

2
1 xes jnjnj λλ =+ , (21) and (22) that the interpolation errors of s  and  with respect to n 0x

(1 )j j nλ ≤ ≤ are 

0 0 1

0

( ), 1

, 1

n
j j n j j i j ii m

j j n j

x s c x c h j m

x s c m j n

λ λ λ λ

λ λ
= +

− = − = − ≤ ≤

− = + ≥ ≥
∑                                 （23） 

3. Smoothing Approximate Solution and Error Estimation for Operator 
Equation 
Let }~{ +

jh be the orthonormal system in +X obtained by orthogonalizing {  with respect to inner 
product (9), we have 

}+jh

1
2 1

( , )(1 ) , , 0( 1)j
j j j j j ij j jji

h h h h j m h h j mλ β β+ + + +
=

= = ≤ ≤ = ≠ ≥ +∑                     （24） 

where ijβ  are constants.  

Denote ，by Hahn-Banach theorem，there exist ， 1{ , , } ( , )n nX Span h h X= ⊂ 1〈⋅⋅〉

1, 2,
i nl X∈

， 
1, , ,i j j i ijl h l i jλ δ〈 〉 = = =                                                   （25） 

let 1
2( , ) ( 1, 2. )i i il l , then l iλ+ = =

1
2, ,i j j i j i j i ijl h l l l i jλ λ λ δ+ + + +〈 〉 = + = = =, 1,2,

m≥ +

ij

                                     (26) 

which implies, for i j , , 1

*, ,i j i jT l T h l h δ+ + + + + +〈 〉 = 〈 〉 =

1)Span T h T h n m+ + + + +
+

                                                            （27） 

Denote ，Y1{ , , }( 1, 2, )n nX Span h h n+ + += = 1{ , , }(n m n= ≥ +

n
+→

+

 

Let  are projection operators: : , :n n nP X X Q Y Y+ + +→

1
, ,n

n k jj
P x l x h x X+ + + + +

=
= 〈 〉 ∈∑                                                    （28） 

*1
, ,n

n j jj m
Q y T l y T h y Y+ + + + + + +

= +
= 〈 〉 ∈ +∑                                    （29） 

Now, proceeding in a fashion analogous to that used in [2], the following theorem is readily established.  
Theorem 4.  The operator sequences { }  are uniformly bounded, namely there exists a constant 

, such that

,{ }n nP Q
0>C ,n nP C Q C≤ ≤ ，and 

lim 0nn
P x x+ +

→∞
− =                                                                     （30） 

Let  is the restriction of T to nT + +
nX + , then Tn

+ is a bounded linear operator from nX +  to . nY +

Lemma 4.   Suppose y Y+ +∈ ，and x X+ +∈  is a solution for T x y+ + += , then all solutions for 
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1+, ,n n n nT x Q y x X n m+ + + + += ∈ ≥                                                        （31） 
are given by 

*1 1
,n n

n k k kk m k m
, kx x l x h x T l y+ + + + + + + + +

= + = +
h+= + 〈 〉 = + 〈 〉∑ ∑                                    （32） 

where x + is any element in . ( )N T +

Proof : Using (9), (27) gives  

*1 1
, ,n n

n n k n k k k nk m k m
T x l x T h T l T x T h Q y+ + + + + + + + + + + + +

= + = +
= 〈 〉 = 〈 〉 =∑ ∑ . 

Conversely, let
1

(n
n k k nk

x a h X n m+ + +
=

= ∈ ≥ 1)+∑ be a solution for the equation (31), denote 

1{ ,n m }nX Span h h+ +
+= + ，it is clear that :n n nT X Y+ + → + is bijective. By Banach inverse operator theorem, 

we know has a bounded inverse . let nT + 1( )nT + −
1

m
n n k kk nx x a h X+ + +

=
= − ∈ +∑ ，then we know from (31) that 

1 1
*1 1

( ) ( ) , ,n n
n n n j j jj m j m jx T Qny T T l y T h l x h+ + − + + − + + + + + + +

= + = +
= = 〈 〉 = 〈 +〉∑ ∑  

and that 

1 1
,m n

n k k jk j m jx a h l x h+ + +
= = +

= + 〈∑ ∑ + +〉 .    ▋ 

Lemma 5.  For every , denote ++ ∈Yy +
+=

++++ ∑= k
n

mk kn hylTx
1 *

,~ ，then equation T x  has a 

solution 

y+ + +=

x+  satisfying 0( )nx x n+ +− → →∞ , and all solutions of the equation are 0x x+ ++  

. ))(( 0
++ ∈∀ TNx

Proof : Recalling that ( )R T Y= , we know ( )R T Y+ += ， then for every y Y+ +∈ ， there exists 

x X+ ∈ +

k

such that T x . Let  y+ + +=

1
,m

kk
x x l x h+ + + +

=
+= − 〈 〉∑ ,                                                                 (33) 

then . From (9), we have T x T x y+ + + + += = )1(,,
*

+≥= +++++ mkxlylT kk , thus 

1
,n

n kk kx x l x h+ + + + +
=

− = 〈 〉 −∑ x+ . Furthermore we know from (28) and (30) that 0( )nx x n+ +− → →∞ .   

▋ 

Theorem 5.  For every ( , )y y d Y+ = ∈ +  and any given real numbers ， the unique 

solution of T x  satisfying 

(1 )kr k m≤ ≤

y+ + += (1 )k kx r k mλ+ + = ≤ ≤  is 

1 1 1 1 1 1 1

( )( ) ( , )
j jm m m

ij i ij k i k k i Y i kj k kj k k k
j m i i m k k k k

j

x r h r d Th y d h hβ β λ β β
∞

+ + +

= + = = + = = = =

⎡ ⎤⎛ ⎞= + − + + + +⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦

∑ ∑ ∑ ∑ ∑ ∑ ∑ r h+  

Proof : By taking jh+ = , = in (26), we know that Lemma 4 and Theorem 5 hold for all jh+
il
+

ih+
il
+  and ih+  

replaced by . By Theorem 5, suppose the solution of T xih+ y+ + +=  is 

0 0 1

m
k kk

x x x x c h+ + + +
=

= + = +∑，  

where x+  satisfies 0( )nx x n+ +− → →∞ ， and . From the continuity 

of

, 0(1k n kl x x k mλ+ + + +〈 〉 = = ≤ ≤ )

kλ
+ we know 0(1 )k x k mλ+ + = ≤ ≤ ，so the solution of T x y+ + +=  which satisfies (1 )k kx r k mλ+ + = ≤ ≤  

is unique，and it is given by 

1
( )m m

k k kk 1 kk
x x h x r hλ+ + + + +

=
+ = +∑ +

=∑
)

                                                        （34） 

By (33) and the assumption that is a complete system, we can get ( 1, 2,jh j+ =
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) j1 1 1
, ( ,j

j j ij ij m j m i
x h x h h x hβ∞ ∞+ + + + + + +

= + = + =
= 〈 〉 = 〈 〉∑ ∑ ∑

]h

 

 
1 1 1
[ ,m j

ij i ij i jj m i i m
r h xβ β∞ + + +

= + = = +
= + 〈 〉∑ ∑ ∑              35） 

Then by 1
2( , ) ( , )T x Tx e x y dλ+ + = − = ，we have 1

2,Tx y e x dλ= = + ，and it follows from 
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Substituting it into (34) and (35), we complete our proof.  ▋ 
By the similar kind of argument used in [2], we have the following two lemmas. 
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Lemma 7.  For any x X∈ ， let 1
2ˆ ( , )x x x Xλ+ += ∈ ， then the smoothing spline satisfying 

 is given by  (1 )i n is x iλ λ+ + = ≤ ≤ n

j
+ + +*

1
ˆ( , ) ,n

n n n jj
s s e h x h+

=
= = 〈 〉∑

jh+ +〉

                                                                (36) 

Proof : From (20), we know . Thus, if  
1 1

,n n
n j j j nj j

s c h h s+ + +
= =

= = 〈∑ ∑ xs ini λλ =++ )1( ni ≤≤ ，we 

have 

1 1
ˆ, ( ) ( , ) (j j

j n ij i n ij j ji i
h s s x h xβ λ β λ+ + + + + + + +

= =
〈 〉 = = =∑ ∑ ˆ, )                                  (37) 

so (36) is true.  ▋ 
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For any , we have . Thus using Lemma 6 and ++ ∈ nn Xz ++ = nnn zPz 1T + ≤ , we get 

1
,m

n jj jx P x x l x h+ + + + +
=

− = −∑ +  

                                                       
1

,m
n n n j jj

x z x z l x h+ + + + + +
=

≤ − + − −∑  

JIC email for subscription: publishing@WAU.org.uk 

OPEN ACCESS

DOI https://doi.org/2024-JICS-22759 | Generated on 2025-04-12 04:21:04



Xinjian Zhang: Operator Smoothing Splines and the Smoothing Appoximate Solutions of Operate Equaions  24 
 

                                                       ( )1 1
, ,m m

n j j n jj j
q T x z l x h x z l x h+ + + + + + + + +

= =
= − − + − −∑ ∑ j    

                                                       
1

( 1) ,m
j j nj

q x l x h z+ + +
=

≤ + − −∑ +  

which implies  

1
(1 ) inf ,

n n

m
n jjz X

j nx p x q x l x h z
+ +

+ + + + +
=∈

− ≤ + − −∑ + . 

Therefore when  is the orthogonal projection of nz +
1

,m
j jj

x l x h+ + + +
=

−∑ onto nX + （denote by x̂+ ）, 

the infimum of the right side of above inequality is attained. It is clear that ˆnz+ =
~

1
,n

jj n
h x h+ +

= +∑ j , and by 

(38), we have 

1 1
(1 ) , ,m n

n j jj j m jx p x q x l x h h x h+ + + + + + + +
= = +

− ≤ + − −∑ ∑ +  

( ) ( ) ( )

( ) ( )

1
21 1

1

ˆ1 ,

1 , .

n j m m
n ij i i j i j jj m i l j j

m
n j j jj

q x S x e x h x h l x h

q x S x x l x h

β λ λ

λ

+ + +
= + = = =

+ + + +
=

= + − − − + −

= + − + −

∑ ∑ ∑ ∑

∑
1 j

+ + +

 

Theorem 7.  Assume that  is the solution of the equation Ts0x y= ,  is the operator ns T -

smoothing spline determined by (1) with respect to the , then 0x 00 →− xsn  . In other words, 

 is the smoothing approximate solution of 
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Proof : From (36), we know that the T -smoothing spline ( )*, nnn ess =+ determined by (1) or (15) is the 
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From (7), we have 
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In light of Lemma 2, we have 0 0( ).n x
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We can compute  by (20)—(22), and the interpolating errors ),( *
nnn ess =+

njj sx λλ −0  by (23). More 

exactly, the  in (20)—(23) should be denoted byic )1( nic in ≤≤ . As in [6], we can also establish a 

recursive algorithm for . ns+

If we let ),(ˆ 2
1 xxx λ=+ , , then)0,(ˆ yy =+ x  is a solution of Ts y=  if and only if x̂+  is a solution of 

. It is clear that the results for T xˆ ˆT x y+ + += y+ + +=  are all still hold for ˆ ˆT x y+ + = + , and in this case the 
results are more simple. For example, corresponding to Theorem 6, for ˆ ˆT x y+ + += , we can know that the 
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1 xxx λ=+ , the best smoothing approximate solution  and the projection solution xSs nn
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