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Abstract. This paper presents a fuzzy optimization method based on the inclusion degrees of intuitionistic 
fuzzy sets to solve multi-criteria decision making problems under fuzzy environments. First, the inclusion 
degree of intuitionistic fuzzy sets is defined and a series of specific formulas of inclusion degree are 
presented by means of the normal implication operators. Some formulas of inclusion degree of intuitionistic 
fuzzy sets are generalized by defining the cardinal number of intuitionistic fuzzy sets. Then, we give multi-
criteria fuzzy decision-making method based on inclusion degree of intuitionistic fuzzy sets. Finally, we 
illustrate the effectiveness of the method proposed in this paper by an example. 
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1. Introduction 
Fuzzy sets were introduced by Zadeh in 1965 [1]. In the following several decades, fuzzy set theory has 

been used for handling fuzzy multi-criteria decision-making problems [2-5]. The main characteristic of fuzzy 
sets is that: the membership function assigns to each element u in a universe of discourse a membership 
degree ranging between 0 and 1 and the non-membership degree equals one minus the membership degree, 
i.e., this membership degree combines the evidence for u and the evidence against u. The single number tells 
us nothing about the lack of knowledge. In real applications, however, the information of an object 
corresponding to a fuzzy concept may be incomplete, i.e., the sum of the membership degree and the non-
membership degree of an element in a universe corresponding to a fuzzy concept may be less than one. In 
fuzzy set theory, there is no means to incorporate the lack of knowledge with the membership degrees. A 
possible solution is to use intuitionistic fuzzy sets (IFSs for short), introduced by Atanassov in [6]. IFS as an 
extension of Zadeh fuzzy set was also applied to the decision-making problems [7-12]. 

In the present paper, the inclusion degree of intuitionistic fuzzy sets is applied to multi-criteria decision 
making in fuzzy environment. In Section 2 we define the inclusion degree of intuitionistic fuzzy sets and 
present a series of specific formulas of inclusion degree by means of the normal implication operators. Then 
some formulas of inclusion degree of fuzzy sets are generalized to intuitionistic fuzzy sets by defining the 
cardinal number of intuitionistic fuzzy sets. In Section 3 we give a fuzzy method for multi-criteria decision-
making method based on inclusion degree of intuitionistic fuzzy sets ． Finally ， we illustrate the 
effectiveness of the method proposed in this paper by an example. 

2. Inclusion degrees of IFSs 
The concept of IFSs is an extension of Zadeh’s fuzzy sets. It give us the possibility to model unknown 

information by using an additional degree. In [6] [13,14], IFSs are defined as follows: 
Definition 1. An intuitionistic fuzzy set A on a universe U is defined as an object of the following form: 
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             ( ) ( )( ){ }UuuvuuA AA ∈= |,,μ ,  

where the functions  and define the degree of membership and the degree of 
non-membership of the element  in A, respectively, and for every 

]1,0[: →Uu A ]1,0[: →Uv A

Uu∈ Uu∈ : 

              ( ) ( ) 10 ≤+≤ uvu AAμ ,  

Obviously, each ordinary fuzzy set may be written as ( ) ( )( ){ }Uuuuu AA ∈− |1,, μμ . For simplicity, the class 
of intuitionistic fuzzy sets on a universe U will be denoted by IFS(U). 

2.1. Inclusion degrees based on implicational operators 
Definition 2 If the mapping ( ) ( ) [ ]1,0: →× UIFSUIFSI  satisfies 

(i) ; ( ) 1, =⇒⊆ BAIBA

(ii) ( ) 0, =φUI ; 

(iii) ( ) ( ) ( )( )BCIABIACICBA ,,,min, ≤⇒⊆⊆  

then we call I(A,B) the inclusion degree of A in B, and call I a inclusion degree function on IFS(U). 
Definition 3 If mapping  satisfies [ ] [ ]1,01,0: 2 →R

(i)  ( ) 00,1 =R

(ii)  ( ) ( ) ( ) 11,11,00,0 === RRR

then R is called fuzzy implicational operator (briefly, implication). 
Definition 4 If mapping  satisfies [ ] [ ]1,01,0: 2 →T

(i)  ( ) ( )abTbaT ,, =

(ii) ( ) ( dcTbaTdbca ,,, )=⇒≤≤  
(iii) ( )( ) ( )( )cbTaTcbaTT ,,,, =  

(iv)  ( ) ( )]1,0[1, ∈= aaaT

then it is called triangular norm (briefly, t-norm). If T satisfies (i)-(iii) and (iv)' , then 
we call it triangular conorm (briefly, t-conorm).  

( ) ( ]1,0[,0 ∈= aaaT )

Theorem 1 Let  and R be an implication. If R satisfies ( )UIFSBA ∈,

(i) , and  ]1,0[, ∈∀ ba ( ) 1, =⇒≤ baRba

(ii) R(a,b) is non-decreasing with respect to b non-increasing with respect to a, 
then the following are the inclusion degree functions of IFSs: 21, II

              ( ) ( ) ( )( ) ( ) ( ) ( )( )[ ] [ ]1,0,,1,inf,1 ∈−+=
∈

λλμμλ uvuvRuuRBAI ABBAUu
,  

      ( ) ( ) ( )( ) ( ) ( )( )( )uvuvRuuRTBAI ABBAUu
,,,inf,2 μμ

∈
=  

 

where  is a t-norm [ ] [ ]1,01,0: 2 →T

Proof. We only prove . The proof of is similar. 2I 1I

(i) ( ) ( ) ( ) ( ) UuuvuvuuBA BABA ∈∀≥≤⇒⊆ ,,μμ  

     

( ) ( )( ) ( ) ( )( )
( ) ( ) 11,1inf,

,1,,1,

2 ==⇒
∈∀==⇒

∈
TBAI

UuuvuvRuuR

Uu

ABBA μμ

 
(ii) ( ) ( ) ( )( ) ( 00,0inf0,1,0,1inf,2 ) ===

∈∈
TRRTUI

UuUu
φ  

(iii) ( ) ( ) ( ) ( ) ( ) ( )uvuvuvuuuCBA CBACBA ≥≥≤≤⇒⊆⊆ ,μμμ  

Since  is non-decreasing and  is non-increasing, we have ( •,aR ) ( )bR ,•
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( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )( )

( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( )( )( )
( ) ( )BCIACI

uvuvRuuRTuvuvuuRT
uvuvRuuRTuvuvuuRT
uvuvRuvuvRuuRuuR

CBBCUuCAACUu

CBBCCAAC

CBCABCAC

,,

,,,int,,,int
,,,,,,
,,,,,

22 ≤⇒

≤⇒
≤⇒

( )

≤≤

∈∈
μμμμ

μμμμ
μμμμ

 
In a similar, we can get . ( ) ( ABIACI ,, 22 ≤ )
Theorem 2 Assume that U is a finite universe and R is an implication. If R satisfies 
(i) , and  ]1,0[, ∈∀ ba ( ) 1, =⇒≤ baRba

(ii) R(a,b) is non-decreasing with respect to b non-increasing with respect to a, 
then the following are the inclusion degree functions of IFSs: 43, II

              ( ) ( ) ( )( ) ( ) ( ) ( )( )[ ]∑
∈

∈−+=
Uu

ABBA uvuvRuuR
U

BAI 1,0,,1,1,3 λλμμλ [ ] ,  

             ( ) ( ) ( )( ) ( ) ( )( )( )∑
∈

=
Uu

ABBA uvuvRuuRT
U

BAI ,,,1,4 μμ   

where U denotes the cardinality of U and [ ] [ ]1,01,0: 2 →T  is a t-norm. 

The proof of theorem 2 is similar to the proof of theorem 1. 
The implications R satisfy the conditions of above theorems, ]1,0[, ∈∀ ba : 

(i) Lukasiewicz implication: ( ) ( )1,1min, babaRL +−=  

(ii) Goguen implication: ( )
⎪⎩

⎪
⎨
⎧

>⎟
⎠
⎞

⎜
⎝
⎛

=
= .0,1,min

,0,1
, aif

a
b

aif
baRπ

 

(iii) Gödel implication:  ( )
⎩
⎨
⎧

>
≤

=
.,

,1
,

baifb
baif

baRG

(iv) Gaines-Recher implication:  ( )
⎩
⎨
⎧

>
≤

=
.,0

,1
,

baif
baif

baRGR

(v) R0-implication:  ( ) ( )⎩
⎨
⎧

>−
≤

=
baifba
baif

baR
,,1max

,1
,π

2.2. Inclusion degrees based on the cardinalities of sets 
Definition 5 Let U be a finite set, ( )UIFSA∈ . The cardinality of A is defined as 

              

( ) ( )∑
∈

−+
=

Uu

AA uvuA
2

1 μ

, 

 

It is easy to prove that the following inclusion functions of fuzzy sets -  [15] still hold to IFSs. 5I 10I

Theorem 3 Let U be a finite set, ( )UIFSA∈ . Then the following -  are inclusion degree functions 
of IFSs: 

5I 10I

( )
⎪⎩

⎪
⎨
⎧

≠

=
= φ

φ

A
A

BA
A

BAI ,

,1
,5

∩ ; ( )
⎪⎩

⎪
⎨
⎧ ==

= otherwise
BA

B
BA

BAI ,

,1
,6

∪

φ
; 

( )
⎪
⎩

⎪
⎨

⎧

≠

=

= UB
B

BA
UB

BAI
C

CC

,

,1
,7

∩ ; ( )
⎪
⎩

⎪
⎨

⎧ ==

= otherwise
BA

A
UBA

BAI
CC

C

,

,1
,8

∪

; 
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( )
CC

C

BBAA

BA
BAI

∪∪∪

∪
=,9

; 
( )

⎪
⎩

⎪
⎨

⎧ ==

= otherwise
BA

BBAA
UBorA

BAI
C

CC

,

,1

,10

∪

∩∩∩
φ

.

2.3. Generation of inclusion degrees 
Theorem 4 Let I be an inclusion degree function on IFS(U) and mapping [ ] [ 1,01,0: 2 →h ]

)

 satisfies 

(i)  ( ) ( ) ;11,1,00,0 == hh

(ii)  is non-decreasing with respect to a and b ( bah ,

then ( ) ( ) ( )( ) ( )( UIFSBAABIBAIhBAGI CC ∈∀= ,,,,, )  is inclusion degree of A in B, and GI is an inclusion 
degree on IFS(U). 

proof. (i) ( ) ( ) ( ) ( ) 11,1,1,,1, ==⇒==⇒⊆ hBAGIABIBAIBA CC  

(ii) ( ) ( ) ( )( ) ( ) 00,0,,,, === hUIUIhUGI CCφφφ  
(iii)  CCC ABCCBA ⊆⊆⇒⊆⊆

( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )( )
( ) ( )BCGIACGI

CBIBCIhCAIACIh
CBICAIBCIACI

CCCC

CCCC

,,
,,,,,,

,,,,,

≤⇒
≤⇒

≤≤⇒
 

In the similar way, we can get ( ) ( )ABGIACGI ,, ≤  

Theorem 5 Let  be inclusion degree functions on IFS(U), and 21, II [ ] [ ]1,01,0: 2 →h  satisfies 

(i)  ( ) ( ) ;11,1,00,0 == hh

(ii)  is non-decreasing with respect to a and b, ( bah , )
then ( ) ( ) ( )( ) ( )( UIFSBABAIBAIhBAGI )∈∀= ,,,,, 21  is inclusion degree of A in B, and GI is an inclusion 

degree on IFS(U). 
The proof of theorem 5 is similar to the proof of theorem 4. 

3. Multi-criteria fuzzy decision-making based on inclusion degrees  
Definition 6 (Multi-criteria fuzzy decision-making problem [7]). Let M be a set of alternatives and let C 

be a set of criteria, where 

               { } { }nm CCCCMMMM ,,,,,,, 2121 "" == ,  

Assume that the characteristics of the alternative  are presented by the IFS shown as follows: iM

               ( ) ( ) ( ){ }ininniiiii vCvCvCM ,,,,,,,,, 222111 μμμ "= ,  

where ijμ indicates the degree to which the alternative satisfies criterion , indicates the degree to 
which the alternative  does not satisfy criterion 

iM jC ijv

iM ( ) ( )minjLvC ijijj ,,2,1;,,2,1, * "" ==∈μ . 

Assume that there is a decision-maker who wants to choose an alternative which satisfies the criteria 
,  and or which satisfies the criterion . This decision-maker’s requirement is represented by the 

following expression: 
,, "kj CC pC sC

                and and…and or , jC kC pC sC  

It is noted that we say an alternative satisfies a criterion if it meets some desirable level of an evaluation 
criterion. The satisfaction is gradual and is characterized by a dual information: a degree of satisfaction and a 
degree of non-satisfaction. 

We now use the inclusion degrees of IFSs to solve the mufti-criteria fuzzy decision-making problem 
(definition in [7]).The basic idea is similar to the TOPSIS (Technique for Order Preference by Similarity to 
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Ideal Solution) [16-20].  Firstly, the ideal solution and the anti-ideal solution are constructed, where the ideal 
solution and the anti-ideal solution are respectively the best and the worst solution supposed but not existing 
in the set of alternatives. Then we compare the inclusion degrees of the ideal solution in alternative Mi and 
the inclusion degrees of alternative Mi in the anti-ideal solution. The alternative containing the ideal solution 
maximally as well as being contained by the negatively ideal solution minimally is the best choice. For this 
purpose, we introduce the following definition. 

Definition 7 Let ( )miM i ,,1"==  be the set of alternatives and ( )njC j ,,1"==  be the set of criteria, 

(i) The ideal solution and the anti-ideal solution satisfying the criteria  are defined as follows: pkj CCC ",,

                  , 

( ) ( ) ( ){ }gpgppgkgkkgjgjj

ip

m

iip

m

ipik

m

iik

m

ikij

m

iij

m

ij

vCvCvC

vCvCvCG

,,,,,,,,,

,,,,,,,,,
1111111

μμμ

μμμ

"

"

=
⎭
⎬
⎫

⎩
⎨
⎧

⎟
⎠
⎞

⎜
⎝
⎛ ∧∨⎟

⎠
⎞

⎜
⎝
⎛ ∧∨⎟

⎠
⎞

⎜
⎝
⎛ ∧∨=

====== (1) 

                  

( ) ( ) ( ){ }bpbppbkbkkbjbjj

ip

m

iip

m

ipik

m

iik

m

ikij

m

iij

m

ij

vCvCvC

vCvCvCB

,,,,,,,,,

,,,,,,,,,
1111111

μμμ

μμμ

"

"

=
⎭
⎬
⎫

⎩
⎨
⎧

⎟
⎠
⎞

⎜
⎝
⎛ ∨∧⎟

⎠
⎞

⎜
⎝
⎛ ∨∧⎟

⎠
⎞

⎜
⎝
⎛ ∨∧=

====== (2) 

Definition 8 The inclusion degree  of the ideal solution in alternative Mi and the inclusion degree 
 of alternative Mi in the anti-ideal solution are respectively defined as follows: 

( )iMD
( iMd )

                   ( ) ( ) ( )( )2211 ,,,max iii MGIMGIMD = , (5) 

                   ( ) ( ) ( )( )2211 ,,,min BMIBMIMd iii =  (6) 

where I denotes the inclusion degree function,  

                  ( ) ( ) ( ){ } ( ){ } mivCMvCvCvCM bsbssiipippikikkijijji ,,1,,,,,,,,,,,,, 21 "" === μμμμ   

Definition 9 The ranking index of alternative ( )miM i ,,1"==  is defined as follows: 

                ( )
( ) ( )ii

i
i MDMd

MDp
+

= , (7) 

The procedure of solving multi-criteria fuzzy decision-making problem (Definition 6) is as follows: 
(i) calculate the ideal solution and the anti-ideal solution  satisfying the criteria , 

calculate the ideal solution and the anti-ideal solution  satisfying the criteria ; 
1G 1B pkj CCC ",,

2G 2B sC

(ii) calculate the inclusion degree ( )ijj MGI ,  of  in  and the inclusion degree jG ijM ( )jij BMI ,  of  in 
 

ijM
;,,1;2,1, mijBj "==

(iii) calculate the inclusion degree  of the ideal solution in alternative  and the inclusion degree 
 of in the anti-ideal solution; 

( iMD )
)

iM
( iMd iM

(iv) calculate the ranking index  of alternative ip ( )miMi ,,1"==  

(v) if there exists  such that { mi ,,2,10 "∈ } ( )mi pppp ,,,max 210
"= , then alternative is the best choice. 

0i
M

The reason for introducing the ideal solution and the anti-ideal solution simultaneously in above method 
is that when two alternatives contain the ideal solution by the same inclusion degree, we introduce the 
negatively ideal solution for differentiating which alternative is superior. Then the alternative contained by 
the anti-ideal solution with the less inclusion degree is the better choice. 

4. An example 
Let  be five alternative, and let be three criteria. Assume that the 

characteristics of the alternatives are represented by the IFSs shown as follows: 
54321 ,,,, MMMMM 321 ,, CCC
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( )( ) ( )( ) ( )( ){ }
( )( ) ( )( ) (( ){ }
( )( ) ( )( ) (( ){ }
( )( ) ( )( ) (( ){ }
( )( ) ( )( ) (( ){ }4.0,6.0,,3.0,6.0,,4.0,4.0,

3.0,5.0,,4.0,4.0,,3.0,5.0,
2.0,3.0,,4.0,5.0,,4.0,4.0,
1.0,3.0,,2.0,2.0,,3.0,3.0,

0,2.0,,1.0,3.0,,2.0,2.0,

3215

3214

3213

3212

3211

CCCM
CCCM
CCCM
CCCM
CCCM

=
=
=
=
=

)
)
)
)

 

and assume that the decision-maker wants to choose an alternative which satisfies the criteria  or 
which satisfies the criterion . 

21, CC

3C

Firstly, we construct the ideal solution and the negatively ideal solution satisfying the criteria  and 
satisfying criterion . 

21,CC

3C

( ) ( ){ } ( ){ }
( ) ( ){ } ({ }4.0,2.0,,4.0,2.0,,4.0,2.0,

0,6.0,,1.0,6.0,,2.0,5.0,

32211

32211

CBCCB
CGCCG

== )
==  

Take in theorem 2 as the inclusion degree function I and take 3I
2
1

=λ , i.e., 

( ) ( ) ( )( ) ( ) ( )( )∑
∈

+
=

Uu

iAiBiBiA uvuvRuuR
U

BAI
2

,,1, μμ  

where we choose Lukasiewicz implication as implication R, i.e., 
,

LR
( ) ( )1,1min, babaR L +−= [ ]1,0, ∈∀ ba . So we obtain the inclusion degree ( )ijj MGI ,  of  in and the 

inclusion degree 
jG ijM

( )jij BMI ,  of  in ijM ( 5,4,3,2,1;2,1 )== ijB j  listed in table 1 and 2 

 M11 M21 M31 M41 M51 
I(G1,Mi1) 0.85 0.8 0.825 0.85 0.875 
I(M i1,B1) 0.8 0.9 0.875 0.85 0.825 

Table 1:  Inclusion degrees of G1 in Mi1 and Mi1 in B1 

 M12 M22 M32 M42 M52 
I(G2,Mi2) 0.8 0.8 0.75 0.8 0.8 
I(M i2,B2) 0.8 0.8 0.85 0.8 0.8 

Table 2.  Inclusion degrees of G2 in Mi2 and Mi2 in B2 

Using formulae (5) and (6) we get the inclusion degree ( )iMD  of the ideal solution in alternative  and 
the inclusion degree  of in the negatively ideal solution. We fist them in table 3. 

iM

( iMd ) iM
 M1 M2 M3 M4 M5 

D(Mi) 0.85 0.8 0.825 0.85 0.875 
d(M i) 0.8 0.8 0.85 0.8 0.8 

Table 3: Inclusion degrees of G2 in Mi2 and Mi2 in B2 

From (7), we get the ranking index of alternatives as follows: 
5224.0,515.0,4925.0,5.0,515.0 54321 ===== ppppp  

Therefore, alternative M5 is the best choice. 

5. Conclusion 
This paper presents a fuzzy optimization method based on the inclusion degrees of intuitionistic fuzzy 

sets to solve multi-criteria decision making problems under fuzzy environments. Inclusion degree is a 
quantity describing that a set is contained by another set and is quantitative description of containment 
relation. It holds the uncertainty of the relation. The inclusion degree theory and IFS theory are the important 
tools in studying the uncertain knowledge. The proposed method in the paper has been demonstrated by an 
example, illustrating the power of the approach to solve multi-criteria fuzzy decision making problems. This 
research work not only develops and enriches the fundamental theory of IFSs but also provides a new idea 
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for the applications of IFS theory. 
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