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Abstract. This paper aims to improve the performance of the Pinyin-to-Character Conversion system 
which is the core of Chinese text input method. The ngram model is the current solution to the Pinyin-to-
Character Conversion system. This paper enhances the traditional ngram model by relaxing its stationary 
hypothesis and exploiting the word positional information. The Non-stationary ngram (NS ngram) model is 
proposed. Several related issues are discussed in detail, including the formal definition, the model implement, 
the training algorithm and the space complexity of the NS ngram model. Evaluated on the Pinyin-to-
Character Conversion task, the NS ngram model outperforms the traditional ngram model significantly with 
great error rate reductions. Meanwhile, the training algorithm presented in this paper can estimate the 
parameters in the NS ngram model effectively and efficiently. 

Keywords: ngram model, stationary hypothesis, Pinyin-to-Character Conversion, Chinese text input 
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1. Introduction 
This paper aims to improve the performances of the Pinyin-to-Character Conversion system which is the 

core of Chinese text input method. 
The standard keyboard is initially designed for the native English speaker. In Asia, such as China, Japan, 

Thailand and so on, people can not input their language into computer directly by the standard keyboard. 
When user is to input the language, he first input the sequence of the phonetic symbols on the standard 
keyboard. Then these symbols are converted into the desired character sequence by the software called 
‘IME’ which is the abbreviation of ‘Input Method Editor’ [1]. Pinyin is the standard phonetic symbol of 
Chinese and the above process is usually called the Pinyin-to-Character Conversion task in China. The task 
is the core of the Chinese IME software.  

The Pinyin-to-Character Conversion task can also be taken as a simplified automatically speech 
recognition task [2]. Both of the two tasks aim to convert the phonetic information into the character 
sequence. However, unlike the speech recognition task, the Pinyin-to-Character Conversion task doesn’t 
have to deal with the acoustic ambiguity because the pinyin strings are directly inputted on the keyboard by 
user. Therefore, the techniques proposed in this paper are also illuminating to the speech recognition task. 

The ngram model is the current solution to the Pinyin-to-Character Conversion task. The Markov 
hypothesis is made on the ngram model so as to simplify the probability inference. There are actually two 
hypotheses implied by the Markov hypothesis [3], named the limited history hypothesis and the stationary 
hypothesis. The first one assumes that the probability of the current word is only determined by a few of 
previous words, but irrelevant to the whole history of word. The second one assumes that the above 
probability is irrelevant to the actual position of word in the sentence. The most obvious extension to the 
traditional ngram model is simply to relax the limited history hypothesis and move to higher-order ngram 
model [4]. But the high-order ngram model suffers from the dimension curse problem [5] which hampers its 
further applications. Bigram model and trigram model are currently two prevalent ngram models. 

From another point of view, this paper relaxes the stationary hypothesis and enhances the traditional 
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ngram model by exploitation of the word positional information. It is based on the philosophy that the 
current word is not only determined by its contextual words, but also relevant to its position in the sentence. 
For example, the phrase of “first of all” is usually used to start a sentence, but rarely occurs elsewhere in a 
sentence. Then higher probability should be assigned to this phrase by the ngram model when it occurs in the 
front of a sentence, and lower probability elsewhere. Some of punctuations, such as full stop and exclamation, 
always appear at the end of a sentence. So it may be mistaken for a Chinese sentence that the exclamation 
appears in the middle of the sentence. Therefore, the ngram model can benefit from modelling the word 
positional information.  

In this paper, the Non-stationary ngram (NS ngram) model is proposed by relaxing the stationary 
hypothesis of the traditional ngram model. The word positional information is exploited so as to improve the 
performance. Several related issues are discussed in detail, including the formal definition, the model 
implement, the training algorithm and the space complexity of the NS ngram model. Experiments are carried 
out on the Pinyin-to-Character Conversion task. Compared with the traditional ngram model, great error rate 
reductions have been achieved by the NS ngram model.  

This paper is structured as follows. The traditional ngram model is briefly reviewed in section 2. The NS 
ngram model, together with its related issues, is presented in section 3. Experimental results are provided in 
section 4. The related works are described in section 5 and the conclusions are drawn in section 6.  

2. Brief Review of Ngram Model 
The ngram model is one of the most popular language models. A language model is to determine the 

probability of a sequence of words. The probability is usually decomposed as the product of the conditional 
probability of word which composes of the sequence. For a word sequence , its 
probability is determined by 

1 1 2 2, , ,...
n nl p l p l pS w w w=

  (1) 
1 1 2 2 1 1, , , ,

1

( ) ( | , ... )
i i i i
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=
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where is the i,i jl pw th word in the lexicon and appears at the jth position in the sequence S.  

The ngram model makes the Markov hypothesis to simplify the formula (1) so as to make it tractable. 
The procedures are described as below: 
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Actually, there are two hypotheses implied by the Markov hypothesis [3]:  

1. Limited history hypothesis: the probability of the current word is dependent only on the previous n-1 
words, but irrelevant to the whole history of word. 

2. Stationary hypothesis: the ngram probability is determined only by the words which compose of the 
probability, but irrelevant to their positions where they possess in the sequence S.  

The formula (1) is firstly simplified by the limited history hypothesis, resulting in the second item in the 
formula (2). Then the stationary hypothesis is applied and the final form of the ngram model is obtained, as 
indicated by the last item of the formula (2). Since the conditional probability is irrelevant to the word 
position, we use  to denote .  

il
w ,i jl pw

3. Non-stationary Ngram Model  
In this section, the NS ngram model is firstly defined formally. Then its implement are discussed in 

detail, including the representation of the word positional information and the concrete form of its 
probability function. Thirdly, the training algorithm is presented. Lastly, the space complexity is analyzed.  

3.1. Definition of NS Ngram Model  
As analyzed in the section 1, the occurrences of words are relevant to their positions where they possess 

in a sentence. It’s beneficial to exploit the positional information to determine the probability of word. 
Markov hypothesis is too restricted to exploit the positional information due to its stationary assumption. 
This paper relaxes the stationary hypothesis of the traditional ngram model and proposes the NS ngram 
model. The formula is presented as below:  
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In the NS ngram model, the formula (1) is simplified only by the limited history hypothesis, rather than the 
stationary hypothesis. Then the word conditional probability is not only determined by the history words, but 
also by their positions in the sentence S. A single variable t is used to denote the positional information in the 
conditional probability. The ngram model is a special case of the NS ngram model in which t is a constant.  

To implement the NS ngram model, three fundamental questions should be answered:  
• How to represent the positional variable of t formally? 
• How to define the concrete form of 

1 1
( | ... , )

i i n il l lp w w w t
− + −

? 

• How to estimate the parameters in 
1 1

( | ... , )
i i n il l lp w w w t

− + −
? 

In the following sections, the above three questions are discussed in detail and the solutions are provided.  

3.2. Representation of t  
Since t denotes the word positional information, a natural way to represent t is to take the word position 

index in the sentence as the concrete value of t. But there are two severe problems in this method. Firstly, 
index has different meanings in the sentence of different length. For example, there are two sentences: 
“Yesterday I saw you.” and “Yesterday I saw you were walking around here”. In both sentences, the word 
“you” is assigned to the same position index --- 4. However, the word “you” appears at the end of the first 
sentence, while it appears in the middle of the second. The word “you” has completely different positional 
information in the two sentences. We can’t tell the difference by the above definition of t. Secondly, since a 
sentence may have arbitrary length, the word position index can be any natural number. However, computer 
can not deal with infinite value. 

A refined method is to use the ratio of the word position index and the length of sentence. That method 
maps the value of t into a real number in the range of [0, 1]. However, there are infinite real numbers in that 
range and we can not make statistics based on the real number.  

This paper divides the above range of [0, 1] into several equivalent classes (bins) and each class share the 
same positional information. The value of t is set to the class index.  

More formally, the value of t in the NS ngram model can be calculated by the following procedures:  
1. Calculate the ratio of the word position index and the length of sentence for each word. The word 

positional information is then mapped into the range of [0, 1]. 
2. Divide the range of [0, 1] into k bins. Words in each bin share the same positional information. 
3. Set the t value of each word as the index of the bin where the word falls in. 

The figure 1 shows an example of the above procedures: 

Word sequence:

Mapping:

Dividing:

Get t value:

W1,   W2,   W3,                  … …        Wi,                 … …                 Wn

[ 0.0                                           … …                                              1.0 ]

[    Bin1    ] [    Bin2    ] [    Binj    ]…… …… [    Bink    ]

t = 1 t = 2 …… t = j …… t = k

Fig 1: Calculation the t value in NS ngram model 

The more numbers of bins, the more positional information are extracted from the sentence. The normal 
ngram model is a special case of the NS ngram model in which there is only one bin. 

3.3. Form of Probability Function  
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Based on the representation of t, this section discusses the concrete form of . 
Obviously,  is the function of t. In this paper,  is further defined as the 
function of the statistical variables of t. Two kinds of statistical variables have been constructed: the 
expectation of t and the variance of t. Such an assumption is made that more probability should be assigned 
to the current word if its positional information fits better with the positions in the training corpus, and less 
probability vice versa. Concretely, the probability function form is defined as below:  

1 1
( | ... , )

i i n il l lp w w w t
− + −

1 1
( | ... , )

i i n il l lp w w w t
− + − 1 1

( | ... , )
i i n il l lp w w w t

− + −

2

1 1 1 1

( )

(( ( )) )1( | ... , ) ( | ... )
li

li

i i n i i i n i

V w

t E w
l l l l l lp w w w t e p w w w

Z

α

β

− + − − + −

×

− += ×                            (4) 

The notations in the formula (4) are described as below:  
¾ The positional information of the current word wli: t  
¾ The expectation of position of wli in training corpus: E(wli) 
¾ The variance of position of wli in training corpus: V(wli) 
¾ The probability of the traditional ngram model:  

1 1
( | ... )

i i n il l lp w w w
− + −

¾ The coefficients of α and β 
¾ The normalizing factor of Z which is defined by the following formula:  
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− + −

×
=

− +

=

= ×∑ w                                           (5) 

where k is the number of bins so as to calculate the value of t.  
The term of t-E(wli), which defines the difference between the current word position and its average 

position in the training corpus, is adopted in the formula (4). As the value of t-E(wli) decreases, t fits for the 
training corpus better and more probability should be awarded. Henceforth, the probability function is 
descendent with the value of t-E(wli) as the formula (4) shows. Moreover, the probability function is 
ascendant with the variance V(wli). The term V(wli) is mainly used to balance the value of the term t-E(wli) for 
some active words. For example, some adjectives can appear at any position in the sentence. Then it’s 
unreasonable to decrease the weight just as the term t-E(wli) increases. In such a situation, the value of item 
V(wli) of the active word is usually bigger than that of the inactive words. Then it can provide a balance for 
the value of t-E(wli).  

3.4. Form of Probability Function  
This section discusses how to estimate the value of . As the formula 

1 1
( | ... )

i i n il l lp w w w
− + −

(4) presents, the 
probability function of the NS ngram model can be decomposed into two parts: the traditional ngram 
probability and the adjusted weight for it. Accordingly, the training process of the NS ngram model is also 
divided into two procedures, separately to estimate the optimal value of each part. Concretely speaking, the 
traditional ngram probability of  is firstly estimated. Then the adjusted weight is optimized 
so as to get the best performance.  

1 1
( | ... )

i i n il l lp w w w
− + −

The probability of  can be estimated under the Maximum Likelihood Estimation (MLE) 
principle, as described by the following formula:  

1 1
( | ... )

i i n il l lp w w w
− + −

 1

1 1

1 1

( ... )
( | ... )

( ... )
i n i

i i n i

i n i

l l
l l l

l l

C w w
p w w w

C w w
− +

− + −

− + −
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where  is the co-occurrence frequency of the word sequence . When n is large, the data 
sparseness problem is prone to occur. Some proper smoothing techniques [6-8] can be utilized to solve that 
problem.  

1
( ...

i n il lC w w
− +

) l1
...

i n ilw w
− +

In the part of the adjusted weight, there are totally four factors to be determined: α and β for the universal 
function; E(wli) and V(wli) for each word wli. Among them, E(wli) and V(wli) can be estimated from the 
training corpus. The formulas are presented as below:  
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1( ) ( )
( )l i l i

tl i

E w
N w

= ∑ t w  (7) 

where t(wli) is the concrete positions of the word wli in the training corpus; N(wli) is the total frequency of the 
word wli in the training corpus.  

 
21( ) ( ( ) ( ))

( )l i l i l i
tl i

V w t w E w
N w

= −∑  (8) 

However, it’s hard to get the optimal values of α and β in a direct way. This paper optimizes the values 
of α and β by the genetic algorithm on the held-out corpus. The genetic algorithm is presented as below:  

Algorithms: Genetic algorithm to optimize α and β 
Input: The held-out corpus 
Output: The optimal value of α and β 
1. Initiation: generate the initial population of α and β randomly 
2. Evolution of population 
   Step 1: calculate fitness for each individual  
   Step 2: selection 
   Step 3: crossover 
   Step 4: mutation 
   Step 5: if termination criterion is met 
              go to 3 
         else 
              go to step 1 
3. Choose the best individual as the solution 

3.5. Space Complexity  
This section analyzes the space complexity of the NS ngram model and compares it with the traditional 

ngram model. Some notations are defined for convenience:  
¾ The total number of word in the lexicon: l 
¾ The model order: n 

In the traditional ngram model, all the parameters are devoted to store the ngram probability. The space 
complexity of the n-order ngram model is . In the NS ngram model, besides the ngram probability, the 
statistical variables of the positional information also require the storage. Totally two kinds of statistical 
variable are exploited for each word. The space complexity of the n-order NS ngram model is . In 
realities, n is usually beyond 2. In that case, 2l is far less than l

( )nO l

( 2nO l l+ )

)

n and it can be neglected in the term of 
. Then the space complexity of the NS ngram model is  which is exactly as same as the 

traditional ngram model. 
( 2nO l l+ ( )nO l

4. Experiments and Discussions  
This section presents the experimental results of the NS ngram model on the Pinyin-to-Character 

Conversion task. The data set is firstly described. Then the performances of the NS ngram model are 
presented. Finally, the effectiveness of the genetic algorithm is investigated in the training process of the NS 
ngram model.  

4.1. Data Set Description  
This paper chooses the half year of the People’s Daily corpus in 1998 as the text corpus in the 

experiments. The text corpus is divided into three parts: the training corpus which consists of the first five 
months’ corpus, the held-out corpus which is one of the third corpus of the 6th month, and the test corpus 
which consists of the rest corpus. The detailed information is presented in table 1 as below:  
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Tab 1. Description of Text Corpus 

 Training Corpus Held-out Corpus Test Corpus 
Number of months 1-5 months 1/3 of 6th month 2/3 of 6th month 

Number of characters 9.09×106 0.63×106 1.25×106

 
The pinyin corpus is also necessary for the NS ngram model to be evaluated on the Pinyin-to-Character 

Conversion task. When the model is evaluated, the pinyin corpus is firstly converted into the text corpus. 
Then the converted results are compared with the standard text corpus and the error rate is calculated. We get 
the pinyin corpus from the text corpus by a conversion toolkit whose precision is beyond 98%. Since the 
pinyin corpus is not a golden corpus, the error in the pinyin corpus could lead to the conversion error of the 
NS ngram model on the Pinyin-to-Character Conversion task. Therefore, the actual error rate is lower than 
the reported results in this paper. The performance of the real system is a little better than the experimental 
results. However, because of the high precision of our conversion toolkit, there are not many errors in the 
pinyin corpus. Thereby, the reported results can be regarded to be close enough to the actual performance of 
the NS ngram model.  

4.2. Performances of NS ngram Model  
This section evaluates the NS ngram model on the Pinyin-to-Character Conversion task. All the experiments 
are carried out on the test data. The NS models with variant number of bins are investigated. The traditional 
ngram model is taken as the baseline model. The experimental results are presented in table 2 and figure 2.  

Tab 2. Performances of the NS ngram Model 

Bin Number K=1 K=2 K=3 K=4 K=5 K=6 K=7 K=8 

Ngram Error Rate 12.17% --- --- --- --- --- --- --- 

Error Rate 12.17% 10.56% 10.48% 10.44% 10.43% 10.42% 10.43% 10.4% 
NS ngram 

Reduction 0% 13.23% 13.89% 14.22% 14.30% 14.38% 14.30% 14.54% 

0 1 2 3 4 5 6 7 8 9
9
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11

12

13

Er
ro

r R
at

e(
%

)

Bin Number:K

 Ngram
 Ex Ngram

Fig 2 Performances of the NS ngram Model  

In the above experiments, the NS ngram model outperforms the traditional ngram model significantly. 
As much as 14.54% error rate reduction has been achieved. That fact proves that the NS ngram model has 
much more predictive capability than the traditional ngram model. Moreover, as k increases, the error rate of 
the NS ngram model decreases constantly. That indicates that the improvements of the NS ngram model are 
due to the increasing positional information. Lastly, the NS ngram model performs stably after k=2, which 
indicates that a small number of bins are enough to estimate the statistical variables in the NS ngram model.  
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4.3. Effectiveness of Genetic Algorithm  
This section investigates the effectiveness of the genetic algorithm in the training process of the NS 

ngram model. The settings of the genetic algorithm are presented as below:  

Tab 3. Settings of Genetic Algorithm 

Population size 30 
Probability of reproduction 0.1  
Probability of crossover 0.65  
Probability of mutation 0.2  
Selection mechanism Rank selection 
Crossover mechanism Arithmetical crossover 
Mutation mechanism Normal mutation 
Fitness function Error rate of pinyin-to-character converter 

 
The figure 3 presents the optimizing process of the NS ngram model on the held-out corpus by the 

genetic algorithm.  

0 10 20 30 40 50
10.2

10.3

10.4

10.5

10.6

Er
ro

r R
at

e(
%

)

Iterate Number

Fig 3 Error Rates of the NS ngram Model on Held-out Corpus 

In the above figure, the error rate of the NS ngram model decreases along with the iterative number of the 
genetic algorithm. That fact proves the genetic algorithm can optimize parameters of the NS ngram model 
effectively. Moreover, the genetic algorithm converges quickly. After about twenty iterations, the error rate 
of the Pinyin-to-Character Conversion system becomes stable, which indicates that the genetic algorithm is 
efficient to get the optimal values of parameters in the NS ngram model. In a word, the genetic algorithm 
performs effectively and efficiently in the training process of the NS ngram model.  

5. Related Works  
There are many ways to improve the performance of the ngram model. The most obvious one is to relax 

the limited history hypothesis and to build up the high-order ngram model, which has been discussed in the 
section 1. Another simple method is to construct the skipping ngram model [9, 10], in which the current 
word is conditioned on the skipped words in the history, rather than the adjacent words. Together with the 
traditional ngram model, the skipping model can exploit more history words and avoid the dimension curse 
problem at the same time. In experiments, the skipping model can yield limited improvements by 
interpolating with the traditional ngram model.  

Class-based ngram model [11] is constructed based on word cluster instead of single word. Some syntax 
and semantic information can be captured in this way, and in the meanwhile, the parameter space is reduced 
greatly and the data sparseness problem is alleviated. However, the predictive ability of Class-based ngram 
model is much lower than that of the traditional ngram model. It usually achieves improvements by 
interpolating with the traditional model.  

Caching ngram model [12, 13] assumes that people tends to use as few words as possible in an article. 
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Therefore, if a word has been used, it will possibly be used again in the future. Caching ngram model usually 
is used to construct a self-adaptive ngram model. 

6. Conclusions  
This paper enhances the traditional ngram model so as to improve the performance of the Pinyin-to-

Character Conversion system which is the core of Chinese text input method. The stationary hypothesis is 
relaxed and the positional information of word is exploited. Based on that, the Non-stationary ngram model 
is proposed and several related issues are discussed in detail, including the formal definition, the model 
implement, the training algorithm and the space complexity of the NS ngram model. From the experimental 
results, several conclusions can be drawn:  

1. Compared with the traditional ngram model, the NS ngram model has achieved great error rate 
reduction on the Pinyin-to-Character Conversion task by exploitation of the positional information of 
word.  

2. The genetic algorithm performs effectively and efficiently in the training process of the NS ngram 
model.  
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