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Abstract. The bin packing problem based on item sequencing is defined as follows: given a set of sequenced 
items of different sizes, how should one pack them all into bins of different capacity, in order to make the 
utility ratio of bin capacity as higher as possible? In this paper, next fit algorithm, a heuristic method for bin 
packing problem, is introduced into simple genetic algorithm, and a hybrid genetic algorithm is proposed for 
solving bin-packing problem based on item sequencing. In the hybrid genetic algorithm, the idea of simple 
genetic algorithm is used to search the solution of the bins sequence, and the idea of next fit algorithm is used 
to pack the sequenced items into the bins sequence obtained. Finally, the effectiveness of the hybrid genetic 
algorithm is convinced through computational results of an example. 
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1. Introduction 
The bin-packing problem is an NP-completeness problem [1]. The one-dimensional bin-packing problem 
based on item sequencing is defined as follows: given a set of M sequenced items {I1, I2, …, IM} of different 
sizes {S1, S2, …, SM}, and different kinds of bins {B1, B2, …, BN} of different capacities {C1, C2, …, CN}. The 
problem is how to pack all the items into the bins so that the total size of items in any bin must not exceed its 
capacity and the position of the sequenced items cannot be changed and the utility ratio of bin capacity is as 
higher as possible. 

Since genetic algorithm (GA) was first introduced some 30 years ago [2], it has been widely recognized as 
an effective search paradigm in artificial intelligence, image processing, job scheduling, pattern recognition 
and many other areas, particularly as a method for gaining relatively good solutions to NP-hard optimization 
problems [3]. In references [4 ~ 7], some methods for solving bin-packing problem have been studied. In this 
paper, a hybrid genetic algorithm (HGA) is proposed for solving one-dimensional bin-packing problem 
based on item sequencing.  

2. Design of hybrid genetic algorithm 
In bin packing problem based on item sequencing, there are two key factors that influence the solution of the 
problem. The first factor is how to select and sequence the different capacity bins. The other factor is how to 
pack the sequenced item into the bin sequence. Therefore, in our HGA, the idea of GA is used to search the 
solution of the bin sequence, and the idea of next fit algorithm (NF) [8] is used to pack the sequenced items 
into the bin sequence obtained. 

2.1. NF procedure 
NF is a heuristic method for bin packing problem. On the assumption that bins have been selected and 
sequenced and stored in a list L, the k-th bin number in the list L is denoted as Lk  (∈{1, 2, …, N *}, N*≤M). 
Then we can pack the given sequenced items into the bin sequence. In NF procedure, the items are packed in 
the following way. 
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Step 1: Set m←1, n←1. The variable i and j represent the item number and the bin number, respectively. 
Step 2: If m ≤ M,  turn to step 3. Otherwise, turn to step 5. 
Step 3: Let SIk be the set of items in bin Lk. If  Sm+∑n*∈SInSn* ≤Cn, pack the item Im into the bin Ln and set 

m←m+1 and return to step 2. Otherwise, close the bin Ln and turn to step 4. 
Step 4: If n<N*, set n←n+1 and return to step 2. Otherwise, select a new bin and add it into the end of 

the bin sequence, set N*←N*+1, n←n+1, and return to step 2. 
Step 5: Terminate the procedure. 

2.2. Individual description 
In our HGA, the kind number of the bins corresponds to a gene. The chromosome is expressed by a set of 
sequence numbers. For example, a chromosome 

444 3444 21
KK

m
kc 2152)( =  

It means that the kind of the first and the m-th bin in the list L is BB2, and that the kind of the second bin in the 
list L is B5B , and that the kind of the third bin in the list L is BB1. From the chromosome, we can obtain the 
kinds of the bins used in the packing problem. The initial solutions are a set of N  (N ≤M) numbers, 
generated from 1 to N randomly. 

 *  *

2.3. Fitness of algorithm 
In the packing problem, our aim is to make the utility ratio of bin capacity as higher as possible. Let Tn be 
the total number of bins that are used in a solution after packing by NF procedure, and Ts(I) be the total size 
of the items, and Tc(B) be the total capacity of the bins used in a solution. We define the objective function 
as follows. 
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Let E(X) be the fitness function of HGA. Because the value of f(X) is positive, we look f(X) as the fitness 
function, that is to say, 

E(X) = f(X)  

In the algorithm, the larger the value of fitness function is, the better the fitness is, and the better the 
solution is. 

2.4. Selection operator 
The selection operator should be designed in such a way that better individuals can be copied to offspring. In 
simple genetic algorithm, the selection operation depends on the ratio of individual fitness to average fitness, 
which cannot show the ascendant of better individuals when the fitness of every individual is almost the 
same size. And this phenomenon may reflect premature convergence problem of genetic algorithm. So we 
present our following design of selection operator. 

Step 1: Sort the individuals in order of non-increasing value of fitness. 
Step 2: Make two copies from the first 1/3 part of the sequenced individuals. 
Step 3: Make one copy from the second 1/3 part of the sequenced individuals. 
Step 4: Make above copies be the new individuals (offspring). 
The design of selection operator above can keep the ascendant of better individuals. 

2.5. Crossover operator 
In crossover operator, offspring should inherit important factors of the parents. In our design of crossover 
operator, one-point crossover is adopted. And the crossover procedure is as follows: 

Step 1: Select two individual c1 and c2 from the whole individuals randomly.  
Step 2: Generate two crossover points at random. 
Step 3: Exchange the genes between the two crossover points for the two individual c1 and c2, and we 

can get two new individuals d1 and d2. 
For example, c1 and c2 are the two selected individuals. 
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62514632:1c  
43652153:2c  

 
The crossover points generated randomly are 2 and 6. In order to get the new individuals, we copy the 

genes in c1 before the 2nd gene and after the 6th gene into the same position of d1, and copy the other genes of 
c1 into the same position of d2. In the same way, we copy the genes in c2 before the 2nd gene and after the 6th 
gene into the same position of d2, and copy the other genes of c2 into the same position of d1. Thus we obtain 
the whole new individuals d1 and d2. The process of crossover operation is shown in figure 1. 

 

62514632:1c                                 62652152:1d
43652153:2c                                 43514633:2dCrossover

Figure 1: Example of crossover operation 

2.6. Mutation operator 
In our HGA, we adopt a double-point dynamic mutation operator, which is applied to change the values of 
the genes in the individuals. The mutation point and mutation value are generated randomly for every 
individual in each mutation operation. In each mutation operation, the mutation value is generated from 1 to 
N randomly. 

2.7. Outline of algorithm 
From the sections above, we can summarize the outline of our hybrid genetic algorithm, which is described 
as follows. 

Step 1: Generate the initial population G(t), and set t←1, the variable t represents the generation. 
Step 2: Pack the sequenced items into the bin sequence gained by NF procedure. 
Step 3: Evaluate the fitness of the individuals, and sort the individuals in the order of non-increasing 

value of fitness. 
Step 4: If E≥T, terminate the algorithm and list the solutions obtained. The parameter E and T represent 

the fitness value and the given satisfying value of fitness (utility ratio of bin capacity), respectively. 
Otherwise continue. 

Step 5: Apply the selection operation to the sequenced individuals by the method of section 2.4.  
Step 6: Apply crossover operation to the individuals by the method of section 2.5. 
Step 7: Generate the mutation points and mutation values randomly for every individual. Apply the 

mutation operation to the individuals. Set t←t+1, G(t) ← G(t+1), and return to step 3. 

3. Experimental results 
In order to examine the performance of the hybrid genetic algorithm, an experiment is performed, and the 
experimental results are shown. 

For example, there are 20 sequenced items {I1,I2,…,I20} and 4 kinds of bins {BB1,B2,B3,B4}. The problem 
is how to pack the sequenced items into the bins so that the utility ratio of bin capacity is not less than 0.95. 
The sizes of the items Si and the capacities of the bins Ci are shown as follows.  
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In this experiment, the population size is 100, the crossover probability is 0.8, and the mutation 
probability is 0.02. The procedure based on HGA has run for 100 times, and every time satisfying solutions 
are obtained. The average genetic generation is 9.75 when the satisfying solutions are obtained. Three of the 
satisfying solutions obtained by hybrid genetic algorithm are shown in table 1.  
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Table 1: The experimental results for bin packing problem 

Solution 1 Solution 2 Solution 3 Bin number
Bin kind Item Bin kind Item Bin kind Item 

1 BB1 I1I2I3 BB4 I1I2I3I4 BB2 I1I2I3

2 BB4 I4I5I6I7 BB1 I5I6I7 BB4 I4I5I6I7

3 BB3 I8I9 BB3 I8I9 BB3 I8I9

4 BB3 I10I11 BB3 I10I11 BB3 I10I11

5 BB3 I12I13 BB3 I12I13 BB3 I12I13

6 BB3 I14I15I16 BB3 I14I15I16 BB3 I14I15I16

7 BB1 I17I18 BB1 I17I18 BB1 I17I18

8 BB2 I19I20 BB1 I19I20 BB1 I19I20

Utility ratio 0.9558 0.9643 0.9558 
 
As is shown in table 1, the utility ratios of the three solutions are all over 0.95. Obviously, the solution 2 

is better than the other two. Although solution 1 and solution 3 have the same utility ratio of bin capacity, the 
bins used in each solution are not the same. This method can give us a chance to select a solution that we like 
from several satisfying solutions. 

4. Conclusion 
In this paper, a hybrid genetic algorithm is proposed for solving one-dimensional bin packing problem based 
on item sequencing. For obtaining a better solution, the idea of simple genetic algorithm is used to search the 
solution of the bin sequence, and the idea of next fit algorithm is used to pack the sequenced items into the 
bin sequence obtained by simple genetic algorithm. Finally, the effectiveness of the hybrid genetic algorithm 
is convinced through computational results of an example. The method, based on the hybrid genetic 
algorithm for item sequencing based bin packing problem, can give us a chance to select the solutions that 
we like from several satisfying solutions, which is of great value in its application. 
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