
Journal of Nonlinear Modeling and Analysis http://jnma.ca; http://jnma.ijournal.cn

Volume 5, Number 3, September 2023, 432–445 DOI:10.12150/jnma.2023.432

Existence and Non-Existence of Positive Solutions
for a Discrete Fractional Boundary Value Problem
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Abstract In this work, we deal with two-point boundary problem for a finite
nabla fractional di↵erence equation. First, we establish an associated Green’s
function and state some of its properties. Under suitable conditions, we deduce
the existence and non-existence of positive solutions to the considered problem.
Finally, we construct a few examples to illustrate the established results.
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1. Introduction

In 1695, L’Hospital inquired Leibniz on the di↵erential operator
d
n

dtn
, “what if the

order is 1
2”, to which Leibniz replied, “it will lead to a paradox from which one-day

useful consequences will be drawn”. This question gave birth to a branch of math-
ematics that we know today as the fractional calculus [8, 30]. Although it almost
started at the same time as di↵erential calculus, most of the early developments of
fractional calculus were confined to the basement for a long time. Today, fractional
calculus has been successfully applied in mathematical modelling for medical sci-
ences, computational biology, economics, physics and several areas of engineering.
For further applications and historical literature, we refer to a few classical texts on
fractional calculus here by Miller and Ross [26], Samko, Kilbas and Mariche [29],
Podlubny [28] and Kilbas, Srivastava and Trujillo [23].

On the other hand, discrete fractional calculus deals with arbitrary order di↵er-
ences and sums defined on a discrete domain with a forward (delta) or a backward
(nabla) operator. The theory of discrete fractional calculus is relatively new with
the most notable works done in the past decade. The notion of fractional di↵er-
ence and sum can be traced back to the work of Gray and Zhang [13] as well as
Miller and Ross [27]. In this line, Atici and Eloe [16] developed nabla fractional
Riemann–Liouville di↵erence operator, initiated the study of nabla fractional initial
value problem and established the exponential law, product rule and nabla Laplace
transform. Following their works, the contributions of several mathematicians have
made the theory of discrete fractional calculus a fruitful field of research in science
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and engineering. Here, we refer to a recent monograph by Goodrich and Peter-
son [11] and the references therein, which is an excellent source for all those who
wish to work in this field.

The study of boundary value problems (BVPs) has a rich historical background
and can be traced back to the work of Euler and Taylor on vibrating strings. On
the discrete fractional side, there is a sudden growth of the interest in the de-
velopment of nabla fractional BVPs. Many authors have studied nabla fractional
BVPs recently. To name a few, Ahrendt [2], Goar [10] and Ikram [16] worked with
self-adjoint Caputo nabla BVPs. Brackins [7] studied a particular class of self-
adjoint Riemann–Liouville nabla BVPs and derived the Green’s function associated
with it along with a few of its properties. Gholami and Ghanbari [9] obtained the
Green’s function for a non-homogeneous Riemann–Liouville nabla BVP with Dirich-
let boundary conditions. Jonnalagadda [17–22] analysed some qualitative properties
to two-point non-linear Riemann–Liouville nabla BVPs associated with a variety of
boundary conditions.

Our purpose of this article is to establish su�cient conditions on the existence
and non-existence of positive solutions to the following two-point non-linear nabla
fractional BVP with parameter � > 0, using Guo–Krasnoselskii fixed-point theorem
[1]. (

�
⇣
r↵

⇢(a)u

⌘
(t) = �f(t, u), t 2 Nb

a+2,

u(a) = 0, u(b) = 0,
(1.1)

where a, b 2 R with b� a 2 N3, 1 < ↵ < 2 and f : Nb
a ⇥ R ! R+ [ {0}.

The present article is organized as follows. Section 2 contains a few preliminaries
on nabla fractional calculus. In Sections 3 and 4, we present the main results on the
existence and non-existence of positive solutions to (1.1). Finally, we conclude this
article with a few examples to demonstrate the applicability of our main results.

2. Preliminaries

Denote the set of all real numbers and positive integers by R and Z+ respectively.
We use the following notations, definitions and known results of nabla fractional
calculus [11]. Assume that empty sums and products are 0 and 1 respectively.

Definition 2.1. For a 2 R, the sets Na and Nb
a, where b� a 2 Z+, are defined by

Na = {a, a+ 1, a+ 2, ...}, Nb
a = {a, a+ 1, a+ 2, ..., b}.

Definition 2.2. We define the backward jump operator, ⇢ : Na+1 �! Na, by

⇢(t) = t� 1, t 2 Na+1.

Let u : Na ! R and N 2 N1. The first order backward (nabla) di↵erence of
u is defined by

�
ru

�
(t) = u(t) � u(t � 1), for t 2 Na+1, and the N

th-order nabla

di↵erence of u is defined recursively by
�
rN

u
�
(t) =

⇣
r
�
rN�1

u
�⌘

(t), for t 2 Na+N .

Definition 2.3. [11] Let t 2 R \ {. . . ,�2,�1, 0} and r 2 R such that (t + r) 2
R \ {. . . ,�2,�1, 0}. The generalized rising function is defined by

t
r =

�(t+ r)

�(t)
.
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Here, �(·) denotes the Euler gamma function. Also, if t 2 {. . . ,�2,�1, 0} and r 2 R
such that (t+ r) 2 R \ {. . . ,�2,�1, 0}, then we use the convention t

r = 0.

Definition 2.4. [11] Let t, a 2 R and µ 2 R \ {. . . ,�2,�1}. The µ
th-order nabla

fractional Taylor monomial is given by

Hµ(t, a) =
(t� a)µ

�(µ+ 1)
,

provided that the right-hand side exists.

We observe the following properties of nabla fractional Taylor monomials.

Lemma 2.1 (Proposition 4.3, [16]). Let µ > �1 and s 2 Na. Then the following

hold:

1. If t 2 N⇢(s), then Hµ(t, ⇢(s)) � 0, and if t 2 Ns, then Hµ(t, ⇢(s)) > 0.

2. If t 2 Ns and �1 < µ < 0, then Hµ(t, ⇢(s)) is an increasing function of s.

3. If t 2 Ns+1 and �1 < µ < 0, then Hµ(t, ⇢(s)) is a decreasing function of t.

4. If t 2 N⇢(s) and µ > 0, then Hµ(t, ⇢(s)) is a decreasing function of s.

5. If t 2 N⇢(s) and µ � 0, then Hµ(t, ⇢(s)) is a non-decreasing function of t.

6. If t 2 Ns and µ > 0, then Hµ(t, ⇢(s)) is an increasing function of t.

7. If 0 < v  µ, then Hv(t, a)  Hµ(t, a), for each fixed t 2 Na.

Lemma 2.2 (Lemma 2, [12]). Let a, b be two real numbers such that 0 < a  b and

1 < ↵ < 2. Then,
(a�s)↵�1

(b�s)↵�1 is a decreasing function of s for s 2 Na�1
0 .

Proof. It is enough to show that rs

⇣
(a�s)↵�1

(b�s)↵�1

⌘
< 0.

Consider

rs

 
(a� s)↵�1

(b� s)↵�1

!

=
�(b� s)↵�1(↵� 1)(a� ⇢(s))↵�2 + (a� s)↵�1(↵� 1)(b� ⇢(s))↵�2

(b� s)↵�1(b� ⇢(s))↵�1

=
(↵� 1)

⇣
�(b� s)(b� ⇢(s))↵�2(a� ⇢(s))↵�2 + (a� s)(a� ⇢(s))↵�2(b� ⇢(s))↵�2

⌘

(b� s)↵�1(b� ⇢(s))↵�1

=
(↵� 1)(b� ⇢(s))↵�2(a� ⇢(s))↵�2(�b+ s+ a� s)

(b� s)↵�1(b� ⇢(s))↵�1

=
(↵� 1)(b� ⇢(s))↵�2(a� ⇢(s))↵�2(a� b)

(b� s)↵�1(b� ⇢(s))↵�1
.

Since b > a, it follows from Lemma 2.1 that rs

⇣
(a�s)↵�1

(b�s)↵�1

⌘
< 0. The proof is

completed.

Definition 2.5. [11] Let u : Na+1 ! R and ⌫ > 0. The ⌫
th-order nabla sum of u

is given by
�
r�⌫

a u
�
(t) =

tX

s=a+1

H⌫�1(t, ⇢(s))u(s), t 2 Na+1.
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Definition 2.6. [11] Let u : Na+1 ! R, ⌫ > 0 and choose N 2 N1 such that
N � 1 < ⌫  N . The ⌫

th-order Riemann–Liouville nabla di↵erence of u is given by

�
r⌫

au
�
(t) =

⇣
rN

�
r�(N�⌫)

a u
�⌘

(t), t 2 Na+N .

Now, we write the expression for the Green’s function corresponding to (1.1),
and state a few properties which will be used later.

Theorem 2.1 ( [7, 9, 18]). Let 1 < ↵ < 2 and f : Nb
a ⇥ R ! R+ [ {0}. The

equivalent form of (1.1) is given by

u(t) = �

bX

s=a+2

G(t, s)f(s, u(s)), t 2 Nb
a, (2.1)

where the Green’s function is given by

G(t, s) =

8
>><

>>:

G1(t, s) =
H↵�1(t, a)

H↵�1(b, a)
H↵�1(b, ⇢(s)), t 2 Ns�1

a ,

G2(t, s) =
H↵�1(t, a)

H↵�1(b, a)
H↵�1(b, ⇢(s))�H↵�1(t, ⇢(s)), t 2 Nb

s.

(2.2)

Theorem 2.2 ( [7, 9, 18]). The Green’s function G(t, s) defined in (2.2) satisfies

the following properties:

1. G(a, s) = G(b, s) = 0, for all s 2 Nb
a+1.

2. G(t, a+ 1) = 0, for all t 2 Nb
a.

3. G(t, s) > 0, for all (t, s) 2 Nb�1
a+1 ⇥ Nb

a+2.

4. max
t2Nb�1

a+1

G(t, s) = G(s� 1, s), for all s 2 Nb
a+2.

5.
Pb

s=a+1 G(t, s)  �, for all (t, s) 2 Nb
a ⇥ Nb

a+1, where

� =
⇣
b� a� 1

↵�(↵+ 1)

⌘⇣ (↵� 1)(b� a) + 1

↵

⌘↵�1
. (2.3)

The following theorem is useful to obtain the main results of this article.

Theorem 2.3 (Lemma 6, [12]). There exists a number � 2 (0, 1) such that

min
t2Nd

c

G(t, s) � �max
t2Nb

a

G(t, s) = �G(s� 1, s), (2.4)

where c, d 2 Nb�1
a+1 such that c = a+

l
b�a+1

4

m
and d = a+ 3

j
b�a+1

4

k
.

Proof. We use the properties of Taylor monomials and Green’s function from
Definition 2.4, Lemma 2.1 and Theorem 2.2 respectively.

Consider, for s 2 Nb
a+2,

G(t, s)

G(s� 1, s)
=

8
<

:

(t�a)↵�1

(s�a�1)↵�1 , for s > t,

(t�a)↵�1

(s�a�1)↵�1 � (t�s+1)↵�1(b�a)↵�1

(b�s+1)↵�1(s�a�1)↵�1 , for s  t.
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Now, for s > t and c  t  d, G1(t, s) is an increasing function with respect to t.
Then, we have

min
t2Nd

c

G1(t, s) =G1(c, s)

=
(c� a)↵�1(b� s+ 1)↵�1

(b� a)↵�1�(↵)
.

For t > s and c  t  d, G2(t, s) is an decreasing function with respect to t. Then,
we have

min
t2Nd

c

G2(t, s) =G2(d, s)

=
(d� a)↵�1(b� s+ 1)↵�1

(b� a)↵�1�(↵)
� (d� s+ 1)↵�1

�(↵)
.

Thus,

min
t2Nd

c

G(t, s) =

8
><

>:

G2(d, s), for s 2 Nc
a+2,

min{G2(d, s), G1(c, s)}, for s 2 Nd�1
c+1 ,

G1(c, s), for s 2 Nb
d,

=

(
G2(d, s), for s 2 Nr

a+2,

G1(c, s), for s 2 Nb
r,

where c < r < d.

Consider

mint2Nd
c
G(t, s)

G(s� 1, s)
=

8
<

:

(d�a)↵�1

(s�a�1)↵�1 � (d�s+1)↵�1(b�a)↵�1

(b�s+1)↵�1(s�a�1)↵�1 , for s 2 Nr
a+2,

(c�a)↵�1

(s�a�1)↵�1 , for s 2 Nb
r.

Thus,

min
t2Nd

c

G(t, s) � �(s)max
t2Nb

a

G(t, s), (2.5)

where

�(s) = min

"
(c� a)↵�1

(s� a� 1)↵�1
,

(d� a)↵�1

(s� a� 1)↵�1
� (d� s+ 1)↵�1(b� a)↵�1

(b� s+ 1)↵�1(s� a� 1)↵�1

#
.

For s 2 Nb
r, denote

�1(s) =
(c� a)↵�1

(s� a� 1)↵�1

� (c� a)↵�1

(b� a� 1)↵�1
.
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Similarly, for s 2 Nr
a+2, we take

�2(s) =
1

(s� a� 1)↵�1

"
(d� a)↵�1 � (d� s+ 1)↵�1(b� a)↵�1

(b� s+ 1)↵�1

#
.

By Lemma 2.2, we see that (d�s+1)↵�1

(b�s+1)↵�1 is a decreasing function for s 2 Nr
a+2.

Then,

�2(s) �
1

(s� a� 1)↵�1

"
(d� a)↵�1 � (d� a� 1)↵�1(b� a)↵�1

(b� a� 1)↵�1

#

>
1

(d� a)↵�1

"
(d� a)↵�1 � (d� a� 1)↵�1(b� a)↵�1

(b� a� 1)↵�1

#
.

Thus,

min
t2Nd

c

G(t, s) � �max
t2Nb

a

G(t, s), (2.6)

where

� = min

"
(c� a)↵�1

(b� a� 1)↵�1
, 1� (d� a� 1)↵�1(b� a)↵�1

(b� a� 1)↵�1(d� a)↵�1

#
.

Since G1(c, s) > 0 and G2(d, s) > 0, we have �(s) > 0 for all s 2 Nb
a+2, imply-

ing � > 0. It would be su�cient to prove that one of the terms (c�a)↵�1

(b�a�1)↵�1 , 1 �
(d�a�1)↵�1(b�a)↵�1

(b�a�1)↵�1(d�a)↵�1 is less than 1. It follows from Lemma 2.1 that

(c� a)↵�1

(b� a� 1)↵�1
< 1.

Therefore, we conclude � 2 (0, 1). The proof is completed.

3. Existence

In this section, we establish su�cient conditions on the existence of positive solutions
of (1.1) using Guo–Krasnoselskii fixed-point theorem on a conical shell.

Definition 3.1. Let B be a Banach space over R. A closed non-empty subset K

of B is said to be a cone provided,
(i) au+ bv 2 K, for all u, v 2 K and all a, b � 0,
(ii) u 2 K and �u 2 K imply u = 0.

Definition 3.2. An operator is called completely continuous, if it is continuous
and maps bounded sets into precompact sets.

Theorem 3.1 ( [1]). [Guo–Krasnoselskii fixed-point theorem] Let B be a Banach

space and K ✓ B be a cone. Assume that ⌦1 and ⌦2 are open sets contained in B
such that 0 2 ⌦1 and ⌦1 ✓ ⌦2. Assume further that T : K \ (⌦2 \ ⌦1) �! K is a

completely continuous operator. If, either
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1. kTuk  kuk for u 2 K \ @⌦1 and kTuk � kuk for u 2 K \ @⌦2; or

2. kTuk � kuk for u 2 K \ @⌦1 and kTuk  kuk for u 2 K \ @⌦2

holds, then T has at least one fixed-point in K \ (⌦2 \ ⌦1).

Denote
B = {u : Nb

a ! R | u(a) = u(b) = 0} ✓ Rb�a+1
.

Clearly, B is a Banach space equipped with the maximum norm, i.e.,

||u|| = max
t2Nb

a

|u(t)|.

Define the operator T� : B ! B by

(T�u) (t) = �

bX

s=a+2

G(t, s)f(s, u(s)), t 2 Nb
a. (3.1)

Since T� is defined on a discrete finite domain, it is trivially completely contin-
uous. We also observe from (2.1) and (3.1) that u is a fixed-point of T� , if and only
if u is a solution of (1.1).

Define the cone

K = {u 2 B : u(t) � 0, for t 2 Nb
a and min

t2Nd
c

u(t) � �||u||}.

First, we show that T� : K ! K.
Let u 2 K. Clearly, (T�u) (t) � 0, for t 2 Nb

a. Consider that

min
t2Nd

c

(T�u) (t) = min
t2Nd

c

"
�

bX

s=a+2

G(t, s)f(s, u(s))

#

��

bX

s=a+2

min
t2Nd

c

[G(t, s)] f(s, u(s))

��

bX

s=a+2

�max
t2Nb

a

[G(t, s)] f(s, u(s))

��max
t2Nb

a

�

bX

s=a+2

G(t, s)f(s, u(s))

=�max
t2Nb

a

������
bX

s=a+2

G(t, s)f(s, u(s))

�����

=�||T�u||.

Thus, we have T� : K ! K.
Here, we state the following hypotheses, which will be used later.

(F1) f(t, u) = h(t)g(u) where h : Nb
a ! R+ and g : R ! R+ [ {0};

(F2) lim
u!0+

g(u)
u = 0 and lim

u!+1
g(u)
u = 1;
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(F3) lim
u!0+

g(u)
u = 1 and lim

u!+1
g(u)
u = 0;

(F4) g0 = lim
u!0+

sup
g(u)

u
and g1 = lim

u!+1
sup

g(u)

u
;

(F5) g
⇤
0 = lim

u!0+
inf

g(u)

u
and g

⇤
1 = lim

u!+1
inf

g(u)

u
.

Denote
G = max

(t,s)2Nb�1
a+1⇥Nb

a+2

G(t, s),

H = max
t2Nb

a

h(t) and h = min
t2Nb

a

h(t).

Theorem 3.2. Assume that (F1) and (F2) hold. If there exists a su�ciently small

positive constant � and a su�ciently large constant M such that H� < hM , then

for each

� 2
⇥
(Gh(b� a� 1)M)�1

, (GH(b� a� 1)�)�1
⇤
, (3.2)

(1.1) has at least one positive solution.

Proof. By condition (F2), there exists r1 > 0 and a su�ciently small constant
� > 0 such that

g(u)  �r1 whenever 0 < u  r1. (3.3)

Set ⌦1 = {u 2 B : kuk < r1}. Thus, for u 2 K with kuk = r1, by (3.2) and (3.3),
we have

kT�uk = max
t2Na

b

������
bX

s=a+2

G(t, s)f(s, u(s))

�����

 �

bX

s=a+2

max
t2Na

b

[G(t, s)]h(s)g(u(s))

 �GH�r1(b� a� 1)

 r1 = kuk.

Therefore, kT�yk  kuk for u 2 K \ @⌦1. Similarly, by condition (F2), we can find
0 < r1 < r2 and a su�cient large constant M such that

g(u) � Mr2

�2
for u � r2. (3.4)

Set r⇤2 = r2
� > r2 and ⌦2 = {u 2 B : kuk < r

⇤
2}. Then, for u 2 K with kuk = r

⇤
2 , we

have
min
t2Nd

c

u(t) � �kuk = �r
⇤
2 ,

implying u(t) � r2 for t 2 Nb
a. Therefore, by (3.2) and (3.4), we have

kT�uk � min
t2Nd

c

|T�u(t)|

= min
t2Nd

c

�

bX

s=a+2

G(t, s)f(s, u(s))
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� �

bX

s=a+2

min
t2Nd

c

[G(t, s)]f(s, u(s))

� ��

bX

s=a+2

max
t2Na

b

[G(t, s)]h(s)g(u(s))

� ��Gh
Mr2

�2
(b� a� 1)

� r
⇤
2 = kuk .

Thus, we conclude kT�uk � kuk for u 2 @⌦2 \ K. By part (1) of Theorem 3.1, we
conclude that T� has a fixed-point u0 in K \ (⌦2 \ ⌦1), satisfying r1 < ku0k < r

⇤
2 .

The proof is completed.

Theorem 3.3. Assume that (F1) and (F3) hold. If there exists a su�ciently large

constant L such that H < hL, then for each

� 2
⇥
(Gh(b� a� 1)L)�1

, (GH(b� a� 1))�1
⇤
, (3.5)

(1.1) has at least one positive solution.

Proof. By condition (F3), there exists r3 > 0 and a su�ciently large constant
L > 0 such that g(u) � Lr3

� for 0 < u  r3. Set ⌦1 = {u 2 B : kuk < r3}. Then,
for u 2 ⌦1, we have

kT�uk � min
t2Nd

c

|T�u(t)|

= min
t2Nd

c

�

bX

s=a+2

G(t, s)f(s, u(s))

� �

bX

s=a+2

min
t2Nd

c

[G(t, s)]f(s, u(s))

� ��

bX

s=a+2

max
t2Na

b

[G(t, s)]h(s)g(u(s))

� ��Gh
Lr3

�
(b� a� 1)

� r3 = kuk .

This implies kT�uk � kuk, for u 2 @⌦1 \ K. Now, we consider two cases for the
construction of ⌦2.
Case 1. Suppose that g is bounded. Then, there exists R1 � r2 such that g(u)  R1

for r2  u  r2
� . From (3.5), we know that �  (GH(b� a� 1))�1. Thus, we have

kT�uk = max
t2Na

b

������
bX

s=a+2

G(t, s)f(s, u(s))

�����

 �

bX

s=a+2

max
t2Na

b

[G(t, s)]h(s)g(u(s))

 �GHR1(b� a� 1)
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 R1 = kuk.

Case 2. Suppose that g is unbounded. Then, there exists some constant R2 and a
su�ciently small �2 such that g(u)  �2u for u � R2 and for 0 < u  R2, g(u) 
g(R2). Let R = max{R1, R2}. Now, we assume that ⌦2 = {u 2 � : kuk < R}. H
g(u)  �2R. Thus, by (3.5), we have �  (GH(b�a�1))�1

< (GH�2(b�a�1))�1,
implying

kT�uk = max
t2Na

b

������
bX

s=a+2

G(t, s)f(s, u(s))

�����

 �

bX

s=a+2

max
t2Na

b

[G(t, s)]h(s)g(u(s))

 �GH�2R(b� a� 1)

 R = kuk.

Therefore, we have kT�uk  kuk in both cases for u 2 @⌦2 \ K. By part (ii) of
Theorem 3.1, we conclude that T� has a fixed-point u 2 K \ (⌦2 \ ⌦1) satisfying
r3 < ku0k < R. The proof is completed.

4. Non-existence

In this section, we establish su�cient conditions on the non-existence of positive
solutions for (1.1).

Theorem 4.1. Assume that (F1)� (F4) hold. If g0 < 1 and g1 < 1, then there

exists a �0 such that for all 0 < � < �0, (1.1) has no positive solution.

Proof. Since g0 < 1 and g1 < 1, there exist positive numbers m1,m2, r1 and
r2, such that r1 < r2 , g(u)  m1u for u 2 [0, r1] and g(u)  m2u for u 2 [0,1).
Let

m = max

⇢
m1,m2, max

r1ur2

g(u)

u

�
.

Then, we have g(u)  mu. Suppose that u0 is a positive solution of (1.1). We will
show that this leads to a contradiction for 0 < � < �0 = (GH(b�a�1)m)�1. Since
T�u0(t) = u0(t) for t 2 Nb

a, we have

ku0k = kT�u0k =max
t2Nb

a

������
bX

s=a+2

G(t, s)f(s, u0(s))

�����

�

bX

s=a+2

max
t2Nb

a

[G(t, s)]h(s)g(u0(s))

�GH

bX

s=a+2

g(u0(s))

�GHmuo(b� a� 1) < ku0k.

This is a contradiction. Therefore, (1.1) has no positive solution. The proof is
completed.
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Theorem 4.2. Assume that (F1) � (F5) hold. If g
⇤
0 > 0 and g

⇤
1 > 0, then there

exists a �0 such that for all � > �0, (1.1) has no positive solution.

Proof. Since g
⇤
0 > 0 and g

⇤
1 > 0, there exist positive numbers n1, n2, r1 and r2

such that r1 < r2 and g(u) � n1u for u 2 [0, r1], g(u) � n2u for u 2 [0,1). Let

n = min

⇢
n1, n2, min

r1ur2

g(u)

u

�
> 0.

Then, we have g(u) � nu. Suppose that u1 is a positive solution of (1.1). We will
show that this leads to a contradiction for � > �0 = (�Gh(b � a � 1)n)�1. Since
T�u1(t) = u1(t), for t 2 Nb

a, we have

ku1k = kT�u1k �min
t2Nd

c

������
bX

s=a+2

G(t, s)f(s, u1(s))

�����

��

bX

s=a+2

min
t2Nd

c

[G(t, s)]f(s, u1(s))

���

bX

s=a+2

max
t2Nd

c

[G(t, s)]h(s)g(u1(s))

���Gh

bX

s=a+2

g(u1(s))

���Ghnu1(b� a� 1) > ku1k.

This is a contradiction. Therefore, (1.1) has no positive solution. The proof is
completed.

5. Examples

Finally, in this section, we conclude this article by a few examples to illustrate the
applicability of our main results from previous sections.

Example 5.1. Let ↵ = 1.5, a = 1 and b = 11. Consider the boundary value
problem (

�
⇣
r1.5

⇢(1)u

⌘
(t) = �tu

2
, t 2 N11

3 ,

u(1) = u(11) = 0.
(5.1)

We have h(t) = t, g(u) = u
2 for u 2 R+. Take M = 100, � = 1

1000 . By routine

calculation, we get G u 1.718, H = 11, h = 1, and lim
u!0+

g(u)
u = lim

u!0+
u = 0 and

lim
u!+1

g(u)
u = lim

u!+1
u = 1. Then, H(b � a � 1)� = 11 ⇥ 9 ⇥ 1

1000 = 99
1000 , h(b �

a � 1)M = 1 ⇥ 9 ⇥ 100 = 900. We see H� < hM . Therefore, all the conditions of
Theorem 3.2 are satisfied. Then, the boundary value problem (5.1) has at least one
positive solution for each � 2 [0.00064, 5.879].

Example 5.2. Let ↵ = 1.5, a = 1 and b = 11. Consider the boundary value
problem (

�
⇣
r1.5

⇢(1)u

⌘
(t) = �(t+ 2)e�u

, t 2 N11
3 ,

u(1) = u(11) = 0.
(5.2)
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We have h(t) = t + 2, g(u) = e
�u for u 2 R+. Take L = 100. Also, we have

G u 1.718, H = 13, h = 3, and lim
u!0+

g(u)
u = lim

u!0+
e�u

u = 1 and lim
u!+1

g(u)
u =

lim
u!+1

e�u

u = 0. Then, H(b� a� 1) = 13⇥ 9 = 117, h(b� a� 1)L = 3⇥ 9⇥ 100 =

2700. We see H < hL. Therefore, all the conditions of Theorem 3.3 are satisfied.
Then, the boundary value problem (5.2) has at least one positive solution for each
� 2 [0.00021, 0.00497].

Example 5.3. Let ↵ = 1.5, a = 1 and b = 11. Consider the boundary value
problem (

�
⇣
r1.5

⇢(1)u

⌘
(t) = �(t+ 3)u, t 2 N11

3 ,

u(1) = u(11) = 0.
(5.3)

We have h(t) = t + 3, g(u) = u for u 2 R+. Take m1,m2 = 3. Also, we have

G u 1.718, H = 14, h = 4, and m = max
n
m1,m2,maxr1ur2

g(u)
u

o
= 3. Then,

g0 = lim
u!0+

sup
g(u)

u
= 1 < 1 and g1 = lim

u!+1
sup

g(u)

u
= 1 < 1. Hence, �0 =

(GH(b � a � 1)m)�1 = 0.00153. Therefore, all the conditions of Theorem 4.1 are
satisfied. Then, the boundary value problem (5.3) has no positive solution for
0 < � < �0.

Example 5.4. Let ↵ = 1.5, a = 1 and b = 11. Consider the boundary value
problem (

�
⇣
r1.5

⇢(1)u

⌘
(t) = �(t+ 3)u, t 2 N11

3 ,

u(1) = u(11) = 0.
(5.4)

We have h(t) = t + 3, g(u) = u for u 2 R+. Take n1, n2 = 1
3 . Also, we have

G u 1.718, H = 14, h = 4 and n = min
n
n1, n2,minr1ur2

g(u)
u

o
= 1

3 . Then,

g
⇤
0 = lim

u!0+
inf

g(u)

u
= 1 > 0,

g
⇤
1 = lim

u!+1
inf

g(u)

u
= 1 > 0

and

� = min

"
(c� 1)0.5

(9)0.5
, 1� (d� 2)0.5(10)0.5

(9)0.5(d� 1)0.5

#
,

where c = a+
l
b�a+1

4

m
= 4 and d = a+3

j
b�a+1

4

k
= 7. Substituting c and d above,

we get � = 0.04043. Hence, �0 = (�Gh(b� a� 1)n)�1 = 1.1997. Therefore, all the
conditions of Theorem 4.2 are satisfied. Then, the boundary value problem (5.4)
has no positive solution for � > �0.
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[7] A. Brackins, Boundary Value Problems of Nabla Fractional Di↵erence Equa-

tions, Thesis (Ph.D.), The University of Nebraska, Lincoln, 2014, 92 pages.

[8] F. Du and B. Jia, Finite-time Stability of Nonlinear Fractional Order Systems

with a Constant Delay, Journal of Nonlinear Modeling and Analysis, 2020,
2(1), 1–13.

[9] Y. Gholami and K. Ghanbari, Coupled Systems of Fractional r–Di↵erence

Boundary Value Problems, Di↵erential Equations & Applications, 2016, 8(4),
459–470.

[10] J. St. Goar, A Caputo Boundary Value Problem in Nabla Fractional Calculus,
Thesis (Ph.D.), The University of Nebraska, Lincoln, 2016, 112 pages.

[11] C. Goodrich and A. C. Peterson, Discrete Fractional Calculus, Springer, Cham,
2015.

[12] N. S. Gopal and J. M. Jonnalagadda, Existence and Uniqueness of Solutions

to a Nabla Fractional Di↵erence Equation with Dual Nonlocal Boundary Con-

ditions, Foundations, 2022, 2(1), 151–166.

[13] H. L. Gray and N. F. Zhang, On a New Definition of the Fractional Di↵erence,
Mathematics of Computation, 1988, 50(182), 513–529.

[14] D. Guo and V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Notes
and Reports in Mathematics in Science and Engineering, 5, Academic Press,
Boston, 1988.

[15] Z. Han, Y. Pan and D. Yang, The Existence and Non-Existence of Positive

Solutions to a Discrete Fractional Boundary Value Problem with a Parameter,
Applied Mathematics Letters, 2014, 36, 1–6.

[16] A. Ikram, Lyapunov Inequalities for Nabla Caputo Boundary Value Problems,
Journal of Di↵erence Equations and Applications, 2019, 25(6), 757–775.

OPEN ACCESS

DOI https://doi.org/10.12150/jnma.2023.432 | Generated on 2024-12-19 04:57:57



Existence and Non-Existence of Positive Solutions 445

[17] J. M. Jonnalagadda, Lyapunov-type Inequalities for Discrete Riemann–

Liouville Fractional Boundary Value Problems, International Journal of Dif-
ference Equations, 2018, 13(2), 85–103.

[18] J. M. Jonnalagadda, On Two-Point Riemann–Liouville Type Nabla Fractional

Boundary Value Problems, Advances in Dynamical Systems and Applications,
2018, 13(2), 141–166.

[19] J. M. Jonnalagadda, An Ordering on Green’s Function and a Lyapunov–type

Inequality for a Family of Nabla Fractional Boundary Value Problems, Frac-
tional Di↵erential Calculus, 2019, 9(1), 109–124.

[20] J. M. Jonnalagadda, Existence Results for Solutions of Nabla Fractional Bound-

ary Value Problems with General Boundary Conditions, Advances in the The-
ory of Nonlinear Analysis and its Application, 2020, 4(1), 29–42.

[21] J. M. Jonnalagadda, Discrete Fractional Lyapunov–type Inequalities in Nabla

Sense, Dynamics of Continuous, Discrete and Impulsive Systems. Series A:
Mathematical Analysis, 2020, 27(6), 397–419.

[22] J. M. Jonnalagadda, On a Nabla Fractional Boundary Value Problem with

General Boundary Conditions, AIMS Mathematics, 2020, 5(1), 204–215.

[23] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and Applications

of Fractional Di↵erential Equations, North-Holland Mathematics Studies, 204,
Elsevier Science B.V., Amsterdam, 2006.

[24] M. A. Krasnosel’skii, Positive Solutions of Operator Equations (Translated
from the Russian by R. E. Flaherty, edited by L. F. Boron), P. Noordho↵
Ltd., Groningen, 1964, 381 pages.

[25] M. K. Kwong, On Krasnoselskii’s Cone Fixed Point Theorem, Fixed Point
Theory and Algorithms for Sciences and Engineering, 2008, Article ID 164537,
18 pages.

[26] K. S. Miller and B. Ross, Fractional Di↵erence Calculus. Univalent Functions,

Fractional Calculus, and Their Applications (Kōriyama, 1988), Ellis Horwood
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1-5 May, 1988 (Edited by H. M. Srivastava and S. Owa), Ellis Horwood Se-
ries: Mathematical Applications, Ellis Horwood Ltd., Chichester/Halsted Press
[John Wiley & Sons, Inc.], New York, 1989, 404 pages.

[28] I. Podlubny, Fractional Di↵erential Equations. An Introduction to Fractional

Derivatives, Fractional Di↵erential Equations, to Methods of their Solution

and some of their Applications, Mathematics in Science and Engineering, 198,
Academic Press, San Diego, 1999.

[29] S. G. Samko, A. A. Kilbas and O. I. Marichev, Fractional Integrals and Deriva-

tives. Theory and Applications (Translated from the 1987 Russian original. Re-
vised by the authors), Gordon and Breach Science Publishers, Yverdon, 1993.

[30] S. Wang and Z. Wang, Existence Results for Fractional Di↵erential Equations

with the Riesz-Caputo Derivative, Journal of Nonlinear Modeling and Analysis,
2022, 4(1), 114–128.

OPEN ACCESS

DOI https://doi.org/10.12150/jnma.2023.432 | Generated on 2024-12-19 04:57:57


