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Abstract. The contamination in water bodies is a big threat to the environment to control 

the water pollution, a model study is conducted. The pollution model for a system of 

three lakes that are interconnected by channels is taken into account. Three input models 

(periodic, exponentially decaying, and linear) were solved by employing a variational 

iteration technique coupled with various types of multipliers. Identification of exact 

multipliers for nth-order differential equations is also presented. All said models were 

examined mathematically. We noticed that exact Lagrange multipliers in the correction 

functional bring more accurate and efficient results that have been deliberated 

graphically. The results obtained via variational iteration method (VIM)-𝜆𝐸, already 

published work and the Runge-Kutta method of order four provides an excellent 

agreement. Additionally, the use of exact Lagrange multipliers with other techniques 

may be extended to other dynamical problems.
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Nowadays, a very severe issue for our environment is pollution. Pollution is the 

presentation of impurities into the indigenous habitat that cause antagonistic change. 

Pollution can appear as synthetic substances or vitality, for example, heat, light, and noise. 

Pollutions, the segments of contamination, can be either remote energies/substances or 

normally happening contaminants. The contamination in water bodies like rivers, lakes, 

aquifers, canals, oceans, and groundwater is known as water pollution. This type of 

environmental degradation happens when contaminations are indirectly or directly 

released into water forms without sufficient treatments to eliminate dangerous 

compounds. It is important to save our environment through proper planning for this 

threat. Monitoring of this issue using differential equations is probable now. A model [1] 

was introduced to study the pollution of a system of lakes. Three altered input 

mathematical simulations were presented to observe the pollution in a lake.  

Theoretical investigation of physical and dynamical systems has huge importance 

in engineering and sciences. Mathematical modeling and solutions of these modeled 

problems via mathematical algorithms are very significant. In the past, many researchers 

devoted their attention to develop new algorithms or to extend existing techniques. 

Analytical [1-5], numerical [6-8] and wavelets [9-10] based algorithms have been utilized 

to explore differential equations. A lot of research work has been done using analytical 

techniques, which is the evidence analytical techniques [2-5] provide better 

approximations for physical models. An analytical technique that provides rapid 

convergence is presented by a Chinese mathematician He [11]. A careful survey of the 

literature revealed that VIM is more effective and proficient in getting the numerical and 

analytic solutions of nonlinear models. Ramous [12], Tatari, and Dehghan [12] proved 

the convergence of the variational iteration method. Later, various scholars used this 

method to find the solution to nonlinear problems. He constructs the approximate 

solution of strongly nonlinear equations [14-15]. The cited work [16-19] endorses that 

VIM is a comparatively better technique for obtaining the solution of nonlinear problems. 

Many modifications were made in VIM to find appropriate solutions to various 

types of physical problems. Noor and Mohyud-Din [20] developed the elegant coupling 

of Adomian’s polynomials with correction functional named it as modified variational 

iteration method (MVIM). Nadjafi and Ghorbani [21] introduced another modification in 

VIM. Herisanu and Marinca’s modification was much more attractive, where the 

variational iteration method coupled with the least squares technology [22]. Yilmaz and 

Inc constructed a variational iteration algorithm, wherein they introduced an auxiliary 

parameter [23]. Hosseini et al. [24] proposed a new algorithm using an auxiliary 

parameter in the variational iteration method. Coupling of Taylor’s series with correction 

functional cited in [25]. Recently, the solution of delay differential equations was tackled 

by VIM [26]. 

J. L. Lagrange was the pioneer who introduced the concept of Lagrange multiplier. 

He solved an isoperimetric problem in the calculus of variations. It is a constrained 

variational principle to maximize a closed area with a fixed perimeter. Lagrange 

premeditated Euler’s result on the said problem and referred him to his results. Later, in 
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1755 based on Lagrange’s results Lagrange multiplier was introduced. The Lagrange 

multipliers provide many advantages for iterative technique. Inokuti [27] was a pioneer 

who used Lagrange multipliers in iterative methods. Hamid et. al. [28] coupled the exact 

Lagrange multipliers with various analytical techniques. Recently, He [29] provided a 

review of Lagrange multipliers. Detailed study about Lagrange multipliers can be found 

in [29-30] 

In the present study, we investigate the solution of the pollution model for a system 

of lakes. The purpose of the model is to designate the pollution of a system of three lakes 

[1]. Each lake is supposed to be like a huge section and there connecting channels as pipes 

between the sections with a given flow direction. A pollutant familiarized into the first 

lake at some variable or constant rate. After that, we need to calculate the pollution level 

at the time for every lake. We supposed that the volume of water is constant and the 

distribution of pollutants in individual lakes is uniform. Next, we considered that the 

sort of pollutant is not degrading and persistent to other forms. Literature reveals that 

the periodic and exponential decaying input models have never been reported as 

potential behaviors for the pollution source. We applied VIM (𝜆𝐸) to explore the solution 

of discussed problems. Obtained results compared with already published work [1, 31-

33] which shows that coupling of Lagrange multipliers with analytical techniques 

provides more worthy results as compared to traditional VIM. Moreover, graphical plots 

and error analysis also reveal lesser error nature while coupling with iterative methods. 

Additionally, the same concept may be extended to other dynamical problems. 

 

2   Analysis of Variational Iteration Method 
 

To see how the variational iteration method works we consider the following system of 

differential equations. 

 𝐿1𝑢 + 𝑁1𝑢 + 𝑅1𝑣 = 𝑔1(𝑥),  (1) 

 𝐿2𝑣 + 𝑁2𝑣 + 𝑅2𝑤 = 𝑔2(𝑥),  (2) 

 𝐿3𝑤 + 𝑁3𝑤 + 𝑅3𝑢 = 𝑔3(𝑥),  (3) 

In above equations (1-3); 𝐿 is a linear operator, 𝑁 is a nonlinear operator and 𝑔(𝑥) is 

the forcing term. According to He’s Variational iteration method, we can construct a 

correction functional as follows: 

 𝑢𝑛+1(𝑥) = 𝑢𝑛(𝑥) + ∫ 𝜆1(𝑠)[𝐿1𝑢𝑛(𝑠) + 𝑁1𝑢�̃�(𝑠) + 𝑅1𝑣�̃�(𝑠) − 𝑔1(𝑠)]ds,
𝑥

0
 (4) 

 𝑣𝑛+1(𝑥) = 𝑣𝑛(𝑥) + ∫ 𝜆2(𝑠)[𝐿2𝑣𝑛(𝑠) + 𝑁2𝑣�̃�(𝑠) + 𝑅2𝑤�̃�(𝑠) − 𝑔2(𝑠)]ds,
𝑥

0
 (5) 

 𝑤𝑛+1(𝑥) = 𝑤𝑛(𝑥) + ∫ 𝜆3(𝑠)[𝐿3𝑤𝑛(𝑠) + 𝑁3𝑤�̃�(𝑠) + 𝑅3𝑢�̃�(𝑠) − 𝑔3(𝑠)]ds,
𝑥

0
 (6) 

In above 𝜆𝑖, 𝑖 = 1,2,3 are the Lagrange multipliers [6]. The Lagrange multiplier can 

be calculated with the help of variational theory. The subscripts 𝑛  denote the nth 

approximation,  𝑢�̃�, 𝑣�̃�, 𝑤�̃� are considered restricted variations. i.e., 𝛿𝑢�̃� = 𝛿𝑣�̃� = 𝛿𝑤�̃� = 0. 

The Eqs. (4-6) are known as the correction functional. The beauty of the variational 

iteration method is in many cases the solution of the linear problems can be solved in a 

single iteration step due to the exact identification of the Lagrange multiplier.  
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The successive approximations 𝑢𝑛+1, 𝑛 ≥ 0 of the solution 𝑢 will be readily obtained 

upon using the determined Lagrange multiplier and any selective function 𝑢0. 

Consequently, the solution is given by 𝑢 = lim
𝑛→∞

𝑢𝑛. 

 

3   Identification of Lagrange Multipliers 
 

To know how to find the exact Lagrange multiplier we consider the linear nth order 

ordinary differential equation as follows: 

 𝑎𝑛
d𝑛𝑦(𝑥)

d𝑥𝑛 + 𝑎𝑛−1
d𝑛−1𝑦(𝑥)

d𝑥𝑛−1 + ⋯ + 𝑎2
d2𝑦(𝑥)

d𝑥2 + 𝑎1
d𝑦(𝑥)

d𝑥
+ 𝑎0𝑦(𝑥) = 𝑓(𝑥), (7) 

with, 𝑦𝑛(0) = 𝛼𝑛 , 𝑛 = 0,1,2,3, … , 𝑛 − 1.  

The correction functional of Eq. (7) under the traditional Variational iteration 

method which deliberated in section 2 is: 

 𝑦𝑛+1 = 𝑦𝑛 + ∫ 𝜆(𝑠) [𝑎𝑛
d𝑛𝑦

d𝑠𝑛 + 𝑎𝑛−1
d𝑛−1𝑦

d𝑠𝑛−1 + 𝑎𝑛−2
d𝑛−2𝑦

d𝑠𝑛−2 + ⋯ + 𝑎2
d2𝑦

d𝑠2 + 𝑎1
d𝑦

d𝑠
+ 𝑎0𝑦(𝑠) −

𝑥

0

𝑓(𝑠)] d𝑠.  (8) 

To find the optimal value of 𝜆(𝑠) follow the subsequent steps:   

Step 1. First, restrict the non-linear terms we get and following integrate: 

 𝑦𝑚+1 = 𝑦𝑚 + 𝑎𝑛 ∫ 𝜆(𝑠)𝑦𝑚
𝑛 (𝑠)d𝑠

𝑥

0
+ 𝑎𝑛−1 ∫ 𝜆(𝑠)𝑦𝑚

𝑛−1(𝑠)d𝑠
𝑥

0
+ ⋯ + 𝑎1 ∫ 𝜆(𝑠)𝑦𝑚

′ (𝑠)d𝑠
𝑥

0
+

𝑎0 ∫ 𝜆(𝑠)𝑦𝑚(𝑠)d𝑠
𝑥

0
,  (9) 

Step 2. Using the following relation for integration: 

∫ 𝜆(𝑠)𝑦𝑚
𝑛 (𝑠)d𝑠 =

𝑥

0
∑ (−1)𝑘−1𝑚

𝑘=1 𝜆𝑘−1(𝑠)𝛿𝑦𝑚
𝑚−𝑘(𝑠)|𝑠=𝑥 + (−𝛿)𝑚 + ∫ 𝜆𝑚(𝑠)𝑦𝑚(𝑠)ds

𝑥

0
,  

we get the following system of equations: 

 𝛿𝑦𝑚: 1 + ∑ (−1)𝑘𝑎𝑘+1
𝑛−1
𝑘=0

d𝑘

d𝑠𝑘 𝜆(𝑠) = 0,  (10) 

 𝛿𝑦𝑚
𝑛−1−𝑖: ∑ (−1)𝑘𝑎𝑖−𝑘

𝑖
𝑘=0

d𝑘

d𝑠𝑘 𝜆(𝑠) = 0, 0 ≤ 𝑖 ≤ 𝑛 − 2  (11) 

and associated with ODE 

 ∑ (−1)𝑘𝑛
𝑘=0

d𝑘

d𝑠𝑘 𝜆(𝑠) = 0,  (12) 

Step 3. Solve the ordinary differential equation (12) subject to the boundary 

conditions (10-11) we get the following optimal values of the Lagrange multiplier 

 𝜆(𝑠) = 𝑐1eℎ1(𝑠−𝑡) + 𝑐2eℎ2(𝑠−𝑡) + 𝑐3eℎ3(𝑠−𝑡) + ⋯ + 𝑐𝑛eℎ𝑚(𝑠−𝑡)  (13) 

where 𝑐𝑖, ℎ𝑖 , 𝑖 = 1,2,3, … , 𝑛 are the constants depend upon 𝑎𝑖, 𝑖 = 0,1,2,3, … , 𝑛. 

 

4   Description of the Problem and Solution Procedure 

 

A system of lakes is a set of lakes interrelated by channels [1]. Each lake is supposed to 

be like a huge section and there connecting channels as pipes between the sections with 

a given flow direction. A pollutant familiarized into the first lake at some variable or 

constant rate. The geometry of the problem is provided in Figure 1. At 𝑡 = 0, a pollutant 

is dropped, for instance, from a factory into one of the lakes (we supposed to Lake 1) at 

a rate 𝑝(𝑡). Then the flow of polluted water moves to other lakes through the channels. 
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We also assumed that the pollutant is uniformly distributed and persistent to each lake 

and the volume of water in every lake is constant. Due to these conventions, we need to 

calculate the level of pollution in every lake for 𝑡 ≥ 0. To model the dynamic performance 

of the said problem, let 𝑥𝑖(𝑡)  and 𝑉𝑖,  𝑖 = 1,2,3  respectively indicate the amount of 

pollutant and volume of water in lake 𝑖. Then the concentration of the pollutant in lake 𝑖 

at time 𝑡 ≥ 0 is given by 

 𝑐𝑖(𝑡) =
𝑥𝑖(𝑡)

𝑉𝑖
. 

 

Figure 1: Three lakes system with interconnecting channels 

If we assume further that the flow rate 𝐹𝑗𝑖 from lake 𝑖 to lake 𝑗 is constant, then the 

flux (𝑡) of the pollutant flowing from lake 𝑖 into lake 𝑗 for 𝑡 ≥ 0 is given by 

 𝑟𝑗𝑖(𝑡) = 𝐹𝑗𝑖𝑐𝑖(𝑡) =
𝐹𝑗𝑖𝑥𝑖(𝑡)

𝑉𝑖
. 

Therefore, (𝑡) measures the rate at which the concentration of the pollutant in Lake 

𝑖 flows into Lake 𝑗 at any time 𝑡. Applying the principle 

 Rate of change of pollutant = Input rate − Output rate, 

to each lake, we obtain the following system, 

 
d𝑥1

d𝑡
=

𝐹13

𝑉3
𝑥3(𝑡) −

𝐹31

𝑉1
𝑥1(𝑡) −

𝐹21

𝑉1
𝑥1(𝑡) + 𝑝(𝑡),  (14) 

 
d𝑥2

d𝑡
=

𝐹21

𝑉1
𝑥1(𝑡) −

𝐹32

𝑉2
𝑥2(𝑡),  (15) 

 
d𝑥3

d𝑡
=

𝐹31

𝑉1
𝑥1(𝑡) +

𝐹32

𝑉2
𝑥2(𝑡) −

𝐹13

𝑉3
𝑥3(𝑡).  (16) 

If we assume that the lakes are initially free from pollutants, then the initial 

conditions for (14-16) are 

 𝑥1(0) = 𝑥2(0) = 𝑥3(0) = 0.  (17) 

Since we have a constant volume of water in each lake for 𝑡 ≥ 0, then we equal the 

rate of (incoming and outgoing) flow for each lake. This leads to conditions on flow rates 

stated as: 

 Lake 1: 𝐹13 = 𝐹21 + 𝐹31, Lake 2: 𝐹21 = 𝐹32, Lake 1: 𝐹31 + 𝐹32 = 𝐹13. 

For results comparison, we consider 𝑉1 = 2900 mi3, 𝑉2 = 850 mi3, 𝑉3 = 1180 mi3 , 

𝐹21 = 18 mi3/year, 𝐹32 = 18 mi3/year, 𝐹31 = 20 mi3/year, 𝐹13 = 38 mi3/year.  
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The correction functional of Eqs. (14-16) using variational iteration method are given 

below: 

 𝑥1𝑘+1
= 𝑥1𝑘 + ∫ 𝜆1(𝑠) (

d

d𝑠
𝑥1𝑘

(𝑠) −
𝐹13

𝑉3
𝑥3(𝑡) +

𝐹31

𝑉1
𝑥1(𝑡) − 𝑝(𝑠))

𝑡

0
d𝑠, 

 𝑥2𝑘+1
= 𝑥2𝑘 + ∫ 𝜆2(𝑠) (

d

d𝑠
𝑥2𝑘

(𝑠) −
𝐹21

𝑉1
𝑥1(𝑡) +

𝐹32

𝑉2
𝑥2(𝑡)) d𝑠

𝑡

0
, 

 𝑥3𝑘+1
= 𝑥3𝑘

+ ∫ 𝜆3(𝑠) (
d

d𝑠
𝑥3𝑘

(𝑠) −
𝐹31

𝑉1
𝑥1(𝑡) −

𝐹32

𝑉2
𝑥2(𝑡) +

𝐹13

𝑉3
𝑥3(𝑠)) d𝑠

𝑡

0
. 

To enhance the approximation, we must find the Lagrange multipliers 𝜆1(𝑠), 𝜆2(𝑠) 

and 𝜆3(𝑠) using the methodology deliberated in section 3. According to section 3, the 

exact Lagrange multipliers are given as: 

 𝜆1(𝑠) = −e
𝐹13
𝑉1

(𝑠−𝑡)
, 𝜆2(𝑠) = −e

𝐹32
𝑉2

(𝑠−𝑡)
, 𝜆3(𝑠) = −e

𝐹13
𝑉3

(𝑠−𝑡)
.  

Using these exact Lagrange multipliers in the above correction functional and obtain 

the subsequent approximation for  𝑘 = 0,1,2, … . In the present study, we discuss the 

following three models, their solutions, and their comparison with already existing 

results [1, 31-33]. 

 

4.1 Periodic Model 
 

In the periodic model we used a function like sinusoidal as input for pollutants. So, 𝑝(𝑡) 

can be characterized as: 

  𝑝(𝑡) = 𝑝𝑖 × (1 + 𝑎 × sin (2𝜋 ×
𝑡

𝑇
)). 

This periodic model involves three influences i.e., 𝑎, 𝑇 and 𝑝𝑖  which indicates the 

normalized amplitude, period of fluctuations, and average input concentration of 

pollutants. For the comparison purpose, we suppose that the values of normalized 

amplitude and average input concentration of pollutant as unity and the period of 

fluctuations are 2𝜋. Therefore, the periodic model yields 

 𝑝(𝑡) = 1 + sin 𝑡. 
Table 1 shows the comparison with the collocation method [33]. From this table, we 

observed that the proposed algorithm is more compatible and reliable to seeking the 

solutions of the above-discussed problem. In this table 𝜖𝑥1
, 𝜖𝑥2

 and 𝜖𝑥3
 are calculated 

from the following relations: 

 𝜖𝑥1
=

d𝑥1

d𝑡
− (

𝐹13

𝑉3
𝑥3(𝑡) −

𝐹31

𝑉1
𝑥1(𝑡) −

𝐹21

𝑉1
𝑥1(𝑡) + 𝑝(𝑡)), 

 𝜖𝑥2
=

d𝑥2

d𝑡
− (

𝐹21

𝑉1
𝑥1(𝑡) −

𝐹32

𝑉2
𝑥2(𝑡)), 

 𝜖𝑥3
=

d𝑥3

d𝑡
− (

𝐹31

𝑉1
𝑥1(𝑡) +

𝐹32

𝑉2
𝑥2(𝑡) −

𝐹13

𝑉3
𝑥3(𝑡)). 

Table 2 is generated to compare the obtained result with Adomian’s decomposition 

method [1] for different approximations. Clearly, our obtained solutions show excellent 

agreement with the published results [1, 33] and the Runge-Kutta method.  
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Table 1: Error analysis in the obtained results with collocation method [33] for different 

approximations and 𝑡 

 
 
Table 2: Comparison of the VIM-𝜆𝐸 results with Adomian’s decomposition method [1] for different 

approximations 

 
 

4.2 Exponentially Decaying Input Model 

 

For the exponential case, we assume the pollutant input to have the form 𝑝(𝑡) = 𝑎e−𝑏𝑡, 
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where 𝑎  and 𝑏  are the physical parameters like in the periodic case. To show the 

efficiency of the suggested technique we take 𝑎 = 200, 𝑏 = 10 and find the solutions for 

different orders of approximations. Tables 3 demonstrate how the error decay gradually 

as we increase the number of approximants. In the viewing of table 3 we say increase the 

order of approximants error goes to zero.  

 

4.3 Linear Input Model 
 

When pollutant is introduced into the lake model with a linear concentration; that 

is 𝑝(𝑡) = 𝑐𝑡, where 𝑐 is a positive constant. For simplicity, we take 𝑐 = 100 and apply the 

proposed method to seek the optimal solutions to the problem. Error analysis is 

presented in Table 3 for numerous approximations. Large value of 𝑁  enhance the 

solutions of the problem related to lake model.  
Table 3: Decay of error for linear, exponential, and periodic models with differential approximation  

 

where 𝜛𝑥𝑘
= ∫ 𝜖𝑥𝑘

1

0
d𝑡, 𝑘 = 1,2,3. 

 

5   Results and Discussions 
 

In this work, we presented and applied the variational iteration method coupled with 

various types of Lagrange multipliers to solve a pollution model for a system of three 

lakes. An algorithm to compute exact Lagrange multipliers is also provided. All the 

tables and figures evidence that the variational iteration method using exact Lagrange 

multipliers (VIM-𝜆𝐸) is a convenient analytical tool to solve pollution models for a system 

of lakes. Hence very efficient and encouraging solutions of all the systems are 

successfully obtained.  

In this work, we compute exact Lagrange multipliers for input models and then use 

these multipliers to solve these models. This work shows that the use of exact Lagrange 

multipliers is user-friendly. We compare our solution with the variational iteration 

method using approximate Lagrange multipliers [31]. Figures (2-4) show the graphical 

comparison among the VIM-λ_E, RK-4 and DTM [32] for the input models: (periodic, 

exponential, and linear). In general terms, the absolute error is low for all approximations. 

If required, the error can be reduced by using more iterations. Graphical representation 

and error tables show that the appropriateness of VIM using ELM is much better than 

VIM using ALM. 

OPEN ACCESS

DOI https://doi.org/10.4208/JICS-2023-007 | Generated on 2025-04-05 21:21:23



109 Mathematical Formulation and Investigation of Contamination in the System of Lakes 

 

 

(a) periodic input 

 

(b) exponential input 
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(c) linear input 

Figure 2: Comparison of the solution 𝑥1 obtained from the proposed method with DTM [32] and 

RK-4 for (a) periodic input (b) exponential input and (c) linear input 

 

  

(a) periodic input 
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(b) exponential input 

  

(c) linear input 

Figure 3: Comparison of the solution 𝑥1 obtained from the proposed method with DTM [32] and 

RK-4 for (a) periodic input (b) exponential input and (c) linear input 
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(a) periodic input 

 
(b) exponential input 

OPEN ACCESS

DOI https://doi.org/10.4208/JICS-2023-007 | Generated on 2025-04-05 21:21:23



113 Mathematical Formulation and Investigation of Contamination in the System of Lakes 

 

  

(c) linear input 

Figure 4: Comparison of the solution 𝑥1 obtained from the proposed method with DTM [32] and 

RK-4 for (a) periodic input (b) exponential input and (c) linear input 

 
Table 4: Growth of error w.r.t time and decay w.r.t order of approximation in VIM using 

approximate Lagrange multiplier [31] and exact Lagrange multiplier for periodic input model  

 
 

 

6   Conclusions 
 

A model study was conducted to investigate the contamination in water bodies. The 

pollution model for a system of three lakes that are interconnected by channels is taken 

into account. The model aims to describe the pollution of a system of three lakes. We 
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utilized an analytical method with 𝜆𝐸 to obtain the solution of said system. Identification 

of exact Lagrange multipliers for 𝑛th-order-ordinary differential equations presented. 

The fact is that coupling of exact Lagrange multipliers with analytical methods provides 

better solutions for physical models and brings more accurate, efficient results. A worthy 

comparison among results obtained by VIM-𝜆𝐸, RK-4, CM, VIM-𝜆𝐴, ADM and DTM are 

also provided. The results asserted graphically representing that the coupling may 

become a powerful tool to solve dynamical models. Similarly, the tables also endorse the 

lesser error nature of the proposed algorithms. Further same concept may be extended 

to other dynamic or mathematical models. 
Table 5. Growth of error w.r.t time and decay w.r.t order of approximation in VIM using 

approximate Lagrange multiplier [31] and exact Lagrange multiplier for exponential input model  

 
 

Table 6. Growth of error w.r.t time and decay w.r.t order of approximation in VIM using 

approximate Lagrange multiplier [31] and exact Lagrange multiplier for linear input model  
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