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Abstract This paper mainly focuses on the Gauze-type predator-prey model
with Crowley-Martin functional response. The local stability of the equilibria
is investigated by analyzing the characteristic equation and using the Routh-
Hurwitz criterion. Besides, dynamic behavior has been studied by using the
center manifold theorem and normal form theory. Finally, several numerical
simulations not only verify the theoretical results of Hopf bifurcation but also
display more interesting dynamical properties of the model.
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1. Introduction

Mathematical models in ecology provides us with information on the dynamical
behavior of the ecological system. The interactions between predator and prey in
nature are largely responsible for the rich biodiversity of complex ecosystems. So,
it is necessary to analyse the predator-prey relationship qualitatively and quan-
titatively. The most paramount and critical term in the predator-prey model is
the functional response function, which reflects the relationship between the preda-
tor population density and the prey population density. Most functional response
functions depend either on the predator or the prey, such as classic Holling types
functional response which were regarded as “prey-dependent” [5]. However, that is
not entirely consistent with the actual situation in nature.

Let x(t) and y(t) denote densities of the prey and predators at time t, respec-
tively. The classical Gauze-type predator-prey system without considering the spa-
tial effect takes the following form [6]:{

x′(t) = xg(x)− yP (x, y),

y′(t) = ηyP (x, y)− µy,
(1.1)

where g(x) = r(1− x/K), r is the growth rate of prey and K is called the carrying
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capacity of prey. P (x, y) indicates the consumption rate of prey by a predator or
the functional response of the predator.

Skalski and Gilliam [20] separately studied three functional response functions
that reveal the interaction between predator and prey, and obtained rich statistical
evidence from 19 predator-prey ecosystems. Research indicates that the Crowley-
Martin functional response performed better in the three. Since this functional
response recognizes the rich and biologically reasonable dynamics [1, 21], it is nec-
essary for us to study it.

The Cowley-Martin functional response considered in this article takes the fol-
lowing form

P (x, y) =
mx

(a+ bx)(a+ cy)
, (1.2)

where m, a, b, c are positive constants that stand for the effects of consumption
rate, saturation constant, handling time and the magnitude of interference among
predators, respectively.

Over the past few decades, more and more information about the predator-
prey system with Crowley-Martin functional response has been available [10, 14,
23, 24]. Zhou [26] presented qualitative analysis of the predator-prey model for
Crowley-Martin functional responses. Li et al. [9] examined a predator-prey model
with Crowley-Martin functional response for positive periodic solutions. Maiti et
al. [12, 13] considered a prey-predator model which divides the scope of biological
activity into two areas. They analysed the direction of Hopf bifurcation and the
stability of the bifurcation periodic solution, and used the V function to judge
the global stability of the time-delay system. Upadhyay and Naji [24] studied a
three food chain system with Crowley-Martin functional response and got local and
global stability for non-negative equilibrium, conditions for the persistence of the
system and bifurcation diagrams. Shi et al. [19] considered a predator-prey model
with Crowley-Martin function, they considered the locally asymptotic stability of
nonnegative equilibria and obtained sufficient conditions for the global stability
of the positive equilibrium. Saha [17] studied a predator-predator model with a
small parameter ϵ which is a slow-fast system that causes singular perturbation
problem in mathematics. Besides, Santra etc [18] investigated the dynamics of a
discrete predator-prey model, focusing on the Neimark-Sacker bifurcation. Another
important bifurcation of the discrete differential equation is the Flip bifurcation, so
we will also study the Flip bifurcation corresponding to the discrete system.

In this paper, we consider a predator-prey system model with a small parameter
ϵ, which is, the significant difference in population density between the predator
and prey, such as spruce-budworm system [2,11,15,22]. The main contributions of
this work are summarized in the following.

(1) We carried out the stability analysis of the system, and determined the
bifurcation parameter of the system as δ through mathematical analysis of the
system model.

(2) We calculated the critical value δ0 and verified that the system occurs Hopf
bifurcation when δ passes δ0 from right to left. We also analysed the direction of
Hopf bifurcation and the stability of the bifurcation periodic solution.

(3) We also gave conditions for the corresponding discrete system to have a flip
bifurcation.

(4) The example given in the numerical simulation is subcritical Hopf bifurca-
tion, the bifurcating periodic solutions are stable and their period increases with
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δ.
The rest of this paper is organized as follows. In the next section, we introduce

the mathematical formula of the model and make brief analysis. In Section 3,
We analyse the local stability of the equilibrium point and the conditions for the
occurrence of hopf bifurcation. In Section 4, by using center manifold theorem and
normal form theory, we judge the direction, stability and period of the periodic
solution of the Hopf bifurcation. In Section 5, we analyse the conditions for the
production of the Flip bifurcation. Numerical simulations are given in Section 6.
Section 7 makes the conclusion to this paper.

2. The mathematical model

We consider the following predator-prey system model with Crowley-Martin func-
tional response: 

du

dt
= ru(1− u

K
)− muv

(a+ bu)(a+ cv)
,

dv

dt
=

emuv

(a+ bu)(a+ cv)
− nv,

(2.1)

where u and v represent prey population density and predator population density,
respectively. The parameters r,K,m, a, b, c, n and e are all greater than 0. In
system (2.1), r is the prey intrinsic growth rate, m is the consumption rate, K is
the carrying capacity of the environment, a represents the saturation constant, b
is the handling time, c stands for the magnitude of interference among predators,
n is the predator’s per-capita death rate, and e takes into account the efficiency of
conversion of predation into biomass.

We assume that the death rate n and the conversion rate e are small. To be
precise, we set n and e as sufficiently small parameters, e1 as the rescaled conversion
rate, and n1 represents the rescaled predator death rate. We then have the slow-fast
predator-prey system

du

dt
= ru(1− u

K
)− muv

(a+ bu)(a+ cv)
,

dv

dt
= ϵ

[
e1muv

(a+ bu)(a+ cv)
− n1v

]
,

(2.2)

where e = ϵe1,n = ϵn1, and 0 < ϵ ≪ 1.
Using the rescaling transformation to make system (2.2) dimensionless:

T = rt, x =
u

K
, y =

cv

bK
, (2.3)

we have 
dx

dT
= x(1− x)− αxy

(δ + x)(δ + y)
,

dy

dT
= ϵ

[
βxy

(δ + x)(δ + y)
− γy

]
,

(2.4)

in which the new variables are x, y, and α = m
bcrK , β =

me1
rb

, γ =
n1

r
, δ =

a

bK
.
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The system (2.4) is topologically equivalent to model (2.5), and we replace T
with t just out of habit,

dx

dt
= x(1− x)(δ + x)(δ + y)− αxy = f(x, y),

dy

dt
= ϵ [βxy − γy(δ + x)(δ + y)] = ϵg(x, y).

(2.5)

We will analyse system (2.5) with an initial value greater than 0. From the
biological populations in nature, we only consider the dynamic behavior of the
system (2.5) in the first quadrant of the x− y plane, denoted by

Ω = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0}. (2.6)

Equation (2.5) has positive solutions with initial conditions (2.6), and the solu-
tions of system (2.5) initiated from Int Ω are uniformly bounded. The proof process
is similar to that given in Tripath [23].

Let τ = ϵt. Then we obtain
ϵ
dx

dτ
= x(1− x)(δ + x)(δ + y)− αxy,

dy

dτ
= βxy − γy(δ + x)(δ + y).

(2.7)

The dynamic behavior of the model (2.7) is restricted to the area Ω. The
parameter ϵ can be regarded as the “separation” of time scales, that is, the ratio
between the linear death rate of the predator density and the linear growth rate
of the prey density. We call t and τ as the fast time scale and slow time scale
respectively. For 0 < ϵ ≪ 1, we refer to x and y as fast variables and slow variables,
respectively.

Substituting ϵ = 0 into system (2.5), we obtain the layer system or the fast
system, which is given by

dx

dt
= x(1− x)(δ + x)(δ + y)− αxy,

dy

dt
= 0.

(2.8)

Substituting ϵ = 0 into system (2.7), we get the slow system, which is differential
algebraic equation given by0 = x(1− x)(δ + x)(δ + y)− αxy,

dy

dτ
= βxy − γy(δ + x)(δ + y).

(2.9)

Equation (2.9) can be used to deduce y = φ(x) where

φ(x) =
δ(1− x)(δ + x)

α− (1− x)(δ + x)
. (2.10)

The slow flow is forced on the critical set:

M0 = {(x, y) ∈ Ω : f(x, y) = 0}
= {(x, y) ∈ Ω : x = 0 or y = φ(x), α > (1− x)(δ + x)},

(2.11)
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where φ(x) is given by (2.10). It comprises two types of critical manifolds that are
given by

M10 = {(x, y) ∈ Ω | x = 0}, (2.12)

M20 = {(x, y) ∈ Ω | y = φ(x) =
δ(1− x)(δ + x)

α− (1− x)(δ + x)
}. (2.13)

The integral curves of M10 are parallel to the horizontal axis which means that
the predator population density remains steady on the first flow M10. The flow
(2.8) is a parametrized differential equation in x where y is regarded as a parameter.
And, the equilibrium point of equation (2.8) is in one-to-one correspondence with
the points in M0. The dynamic behavior of flow M20 is determined by

dx

dτ
=

φ(x){βx− γ(δ + x)(δ + φ(x)}
φ′(x)

, (2.14)

where φ′(x) =
αδ(1− δ − 2x)

[α− (1− x)(δ + x)]2
, and we get the following results on the critical

manifold M20.

Lemma 2.1. The function φ(x) has the following statements.

1. If 0 < x < 1−δ
2 , φ(x) is strictly increasing in Ω; if 1−δ

2 < x < 1, φ(x) is
strictly decreasing.

2. The function φ(x) has a local maximum at x1 = 1−δ
2 .

We focus our attention on the parametric condition

α > (1− x)(δ + x), δ < 1. (2.15)

In this case, M20 is a parabolic shape and consists of two branches Sr
0 and Sa

0 , where

Sr
0 is the branch from P (0, δ2

α−δ ) to Q(x1, y1); S
a
0 is the branch from maximum point

Q(x1, y1) to R(1, 0). P is the intersection of manifolds M10 and M20. Thereby,

Sr
0 = M20 ∩ {(x, y) ∈ Ω | 0 < x ≤ x1}, (2.16)

Sa
0 = M20 ∩ {(x, y) ∈ Ω | x1 < x ≤ 1}. (2.17)

Theorem 2.1. 1. M20 is non-hyperbolic at Q(x1, y1), P (0, δ2

α−δ ).

2. When the parameters hold the condition of (2.15), the branches Sr
0 and Sa

0 are
hyperbolic repelling and hyperbolic attracting, respectively.

Proof. (i) We obtain ∂f
∂x = αδx(1−2x−δ)

α−(1−x)(δ+x) at point (x, φ(x)). Obviously, ∂f
∂x = 0

at the points Q(x1, y1) and P (0, δ2

α−δ ). Therefore, ∂f
∂x has zero eigenvalue at these

points and M20 looses its hyperbolicity at P and Q.

(ii) Evidently, ∂f
∂x > 0 at point (x, φ(x)) for x < x1,

∂f
∂x < 0 at point (x, φ(x)) for

x > x1. That is, the branches are hyperbolic repelling and hyperbolic attracting,
respectively.
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3. Stability of equiliburium and local Hopf bifurca-
tion

We can get the reduced equation of system (2.7), which is{
x(1− x)(δ + x)(δ + y)− αxy = 0,

βxy − γy(δ + x)(δ + y) = 0.
(3.1)

Solving the equation (3.1) to get the equilibrium points, then we have the equi-

librias E0(0, 0), E1(0,
δ2

α−δ ),E2(
γβ

β−γβ , 0) and E4(1, 0) on the coordinate axes, and

non-trivial equilibria E3(x
∗, y∗) where x∗ is the positive root of the cubic equation

βx3 + β(δ − 1)x2 + (αβ − αδγ − βδ)x− αγδ2 = 0. (3.2)

Lemma 3.1. The equation (3.2) has at least one positive root.

1. If αβ−αδγ−βδ < 0, then Eq (3.2) has a unique positive root, (H1)

2. if αβ−αδγ−βδ > 0, then Eq (3.2) has two positive roots. (H2)

In the ensuing discussion, we assume that equation (3.2) has only one positive
root. In order to investigate the local stability of equilibrium, we calculate the
Jacobian matrix of system (2.4) corresponding to each equilibrium point. The
Jacobian matrix J of system (2.4) at any point (x, y) is given by

J =

1− 2x− αδy

(δ + x)2(δ + y)
− αδx

(δ + x)(δ + y)2
ϵβδy

(δ + x)2(δ + y)

ϵβδx

(δ + x)(δ + y)2
− ϵγ

 .

(i) The equilibria E0(0, 0) is always a saddle.

(ii) The equilibria E1(0,
δ2

α− δ
) is non-hyperbolic, and the eigenvalues are λ1 = 0

and λ2 = −ϵγ. E1 is stable but not asymptotically stable.

(iiia) The equilibrium point E2(
γβ

β − γβ
, 0) is locally asymptotically stable if

γδ < β < 3γδ, or
β

(β − δ2 + δ)
> γδ.

(iiib) The equilibria E2 is a saddle point with stable manifold locally in the x-

direction and unstable manifold locally in the y-direction if (
β − 3γδ

β − γδ
)[

β

δ(β − δ2 + δ)
+ γ] > 0.

(iva) The equilibrium point E4(1, 0) is a saddle with stable manifold locally in the

x-direction and with unstable manifold locally in the y-direction if
ϵβ

(δ + 1)δ2
> ϵγ.

(ivb) E4 is stable if
ϵβ

(δ + 1)δ2
< ϵγ, and when E4 exists, the interior equilibrium

point E3 does not exist. That is, E4(1, 0) is a global attracter for this condition,
and all the trajectories initiating from IntΩ converge to E4.

(v) Calculating the Jacobian matrix at the inner equilibrium E3(x
∗, y∗), we have

J∗ =

1− 2x− αQ −αR

ϵβQ ϵβR− ϵγ

 ,
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where Q =
δy∗

(δ + x∗)2(δ + y∗)
and R =

δx∗

(δ + x∗)(δ + y∗)2
.

Let the right-end item of Eq(2.4) equal to zero, and we obtain

x∗ =
γ

β
(δ + x)(δ + y), (3.3)

y∗ =
1− x

α
(δ + x)(δ + y). (3.4)

Substituting Eq (3.3) and (3.4) in the Jacobian matrix J∗, we get a more concise
matrix

J∗ =

J1 J2

J3 J4

 ,

where J1 = 1− 2x∗ − δ(1− x∗)

(δ + x∗)
, J2 = − αδγ

β(δ + y∗)
< 0, J3 =

ϵβδ(1− x∗)

α(δ + x∗)
> 0, and

J4 = ϵγ[
δ

(δ + y∗)
− 1] < 0.

Using the Routh-Hurwitz criteria, it can be judged that E3(x
∗, y∗) is asymptot-

ically stable if

J1 + J4 < 0, J1J4 − J2J3 > 0. (3.5)

Theorem 3.1. The unique positive equilibra E3(x
∗, y∗) is asymptotically stable if

δ > 1− 2x∗. (3.6)

We study the existence of Hopf bifurcation in a small neighborhood of E3(x
∗, y∗),

and choose δ as a bifurcation parameter. The characteristic equation of Jacobian
matrix J∗(x∗, y∗) can be written as

λ2 − Tr(J∗)λ+ det(J∗) = 0. (3.7)

Mark the eigenvalues of E3 as λ(δ) = µ(δ)± iω(δ), where

µ(δ) =
1

2
Tr(J), ω(δ) =

1

2

√
Tr(J)2 − 4det(J).

It is well known that µ(δ) = 0 and ω(δ) > 0 are necessary conditions for Hopf
bifurcation to occur. Obviously, Tr(J) = 0 is equivalent to µ(δ0) = 0, such as

µ(δ0) =
1

2
Tr(J) =

1

2

(
1− 2x∗ − δ(1− x∗)

(δ + x∗)
+ ϵγ(

δ

(δ + y∗)
− 1)

)
= 0, (3.8)

then we can derive

δ0 =
1

2x∗

(
σ +

√
σ2 + 4x∗(x∗y∗ − 2(x∗)2y∗ − x∗y∗γϵ)

)
, (3.9)

where σ = x∗ − 2(x∗)2 − x∗y∗ − y∗γϵ. Besides,

µ′(δ) =
δ(1− x∗)

(δ + x∗)2
− 1− x∗

(δ + x∗)
+ ϵγ

y∗

(δ + y∗)2
=

(x∗ − 1)x∗

(δ + x∗)2
+ ϵ

γy∗

(δ + y∗)2
< 0.

(3.10)
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Furthermore, det(J) > 0 is equivalent to ω(δ) > 0,

det(J) = [1− 2x∗ − δ(1− x∗)

(δ + x∗)
ϵγ(

δ

(δ + y∗)
− 1) +

ϵγδ2(1− x∗)

(δ + x∗)(δ + y∗)
]

=
ϵγ(2x∗ − 1)y∗

(δ + y∗)
+

ϵγδ(1− x∗)

(δ + x∗)
> 0. (3.11)

It is shown that Hopf bifurcation occurs when δ crosses δ0, and the associated
characteristic equation of system (2.4) has a pair of simple imaginary roots.

4. Direction and stability of the Hopf bifurcation

In the previous section, we have already obtained some conditions which ensure
that system (2.5) experiences Hopf bifurcation at the unique positive equilibria
E3(x

∗, y∗) when δ takes the critical value δ0. In this section, based on the center
manifold theorem and the normal form theory, we will determine the direction, sta-
bility, and period of the bifurcation periodic solution produced by Hopf bifurcation.

We consider system


dx

dt
= x(1− x)− αxy

(δ + x)(δ + y)
,

dy

dt
= ϵ

[
βxy

(δ + x)(δ + y)
− γy

]
.

(4.1)

Let ξ1 = x−x∗, ξ2 = y− y∗, and we transform E3(x
∗, y∗) into the origin. Then

system (4.1) becomes


dξ1
dt

= (ξ1 + x∗)(1− ξ1 − x∗)− α(ξ1 + x∗)(ξ2 + y∗)

(δ + ξ1 + x∗)(δ + ξ2 + y∗)
,

dξ2
dt

= ϵ

[
β(ξ1 + x∗)(ξ2 + y∗)

(δ + ξ1 + x∗)(δ + ξ2 + y∗)
− γ(ξ2 + y∗)

]
.

(4.2)

We can write system (4.2) as

ξ′1

ξ′2

 = J

ξ1

ξ2

+

f(ξ1, ξ2, δ)

g(ξ1, ξ2, δ)

 ≡ Jξ + F, (4.3)

where J is the Jacobian matrix of (4.2) at origin,

f = a1ξ
2
1 + a2ξ1ξ2 + a3ξ

2
2 + a4ξ

3
1 + a5ξ

2
1ξ2 + a6ξ1ξ

2
2 + a7ξ

3
2 +O(|ξ1 + ξ2|4), (4.4)

g = b1ξ
2
1 + b2ξ1ξ2 + b3ξ

2
2 + b4ξ

3
1 + b5ξ

2
1ξ2 + b6ξ1ξ

2
2 + b7ξ

3
2 +O(|ξ1 + ξ2|4), (4.5)
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and

a1 = −1 +
αδy∗

(δ + x∗)3(δ + y∗)
, a2 = − αδ2

(δ + x∗)2(δ + y∗)2
, a3 =

αδx∗

(δ + x∗)(δ + y∗)3
,

a4 = − αδy∗

(δ + x∗)4(δ + y∗)
, a5 =

αδ2

(δ + x∗)3(δ + y∗)2
, a6 =

αδ2

(δ + x∗)2(δ + y∗)3
,

a7 = − αδx∗

(δ + x∗)(δ + y∗)4
, b1 = − ϵδβy∗

(δ + x∗)3(δ + y∗)
, b2 =

ϵβδ2

(δ + x∗)2(δ + y∗)2
,

b3 = − ϵβδx∗

(δ + x∗)(δ + y∗)3
, b4 =

ϵβδy∗

(δ + x∗)4(δ + y∗)
, b5 = − ϵβδ2

(δ + x∗)3(δ + y∗)2
,

b6 = − ϵβδ2

(δ + x∗)2(δ + y∗)3
, b7 =

ϵβδx∗

(δ + x∗)(δ + y∗)4
.

The eigenvectors of matrix J(δ0) are

p =

−iω(δ)

2αR

1

 , q =

 iω(δ)

2αR

1

 .

Vectors p, q satisfy
Jq = iω(δ0)q, JT p = −iω(δ0)p. (4.6)

In the following, we adopt the method of Hassard [4] to compute the coordinates
to describe the center manifold C0 at δ = δ0. System (4.3) can be written as

ξ̇ = Jξ +
1

2
B(ξ, η) +

1

6
C(ξ, η, ζ). (4.7)

Generally, J = J(δ0). B and C are symmetric multilinear functions valued by
plane vectors ξ = (ξ1, ξ2)

T , η = (η1, η2)
T , and ζ = (ζ1, ζ2)

T , and their coordinates
are given later. Define

z =< p, ξ >, ż = λ(δ)z + g(z, z̄, δ). (4.8)

On the center manifold C0, we have

W (t, θ) = W (z(t), z̄(t), θ), (4.9)

where

W (z, z̄, θ) = W20(θ)
z2

2
+W11(θ)zz̄ +W02(θ)

z̄2

2
+W30(θ)

z3

6
+ · · · .

z and z̄ are local coordinates for center manifold C0. Note that W is real if ξ(t)
is real. We consider only real solutions. For the solution ξ(t) ∈ C0 of (4.7), since
δ = δ0, we have

ż = λ(δ)z + ⟨p(δ), F (zq(δ) + z̄q̄(δ), δ)⟩. (4.10)

We rewrite this equation as

ż(t) = λ(δ)z(t) + g(z, z̄, δ), (4.11)

with
g(z, z̄, δ) = ⟨p(δ), F (zq(δ) + z̄q̄(δ), δ)⟩. (4.12)
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According to Section 3.3 of Kuznetsov [8], we know that g can be written as a
Taylor series in the form of two complex variables(z and z̄),

g(z, z̄, δ) =
∑

k+l⩾2

1

k!l!
gkl(δ)z

kz̄l, (4.13)

where gkl(δ) =
∂k+l

∂zk∂z̄l
⟨p(δ), F (zq(δ) + z̄q̄(δ), δ)⟩

∣∣∣∣
z=0

, for k + l ≥ 2, k, l = 0, 1, · · · .

For δ = δ0, we can know

g(z, z̄, δ) = g20
z2

2
+ g11zz̄ + g02

z̄2

2
+ g21

z2z̄

2
+ · · · (4.14)

by (4.13).
Now using the process described in [8], we give the coordinate representation of

a symmetric multilinear function B(ξ, η) and C(ξ, η, ζ) in detail,

B(ξ, η) =


2∑

i,j=1

∂2F1(ξ, 0)

∂ξi∂ξj
|ξ=0 ξiηj

2∑
i,j=1

∂2F2(ξ, 0)

∂ξi∂ξj
|ξ=0 ξiηj

 =

2a1ξ1η1 + a2ξ1η2 + a2ξ2η1 + 2a3ξ2η2

2b1ξ1η1 + b2ξ1η2 + b2ξ2η1 + 2b3ξ2η2

 ,

(4.15)

C(ξ, η, ζ) =


2∑

i,j,k=1

∂3F1(ξ, 0)

∂ξi∂ξj∂ξk
|ξ=0 ξiηjζi

2∑
i,j,k=1

∂3F2(ξ, 0)

∂ξi∂ξj∂ξk
|ξ=0 ξiηjζi



=


6a4ξ1η1ζ1 + 2a5ξ1η1ζ2 + 2a5ξ2η1ζ1

+2a6ξ1η2ζ1 + 2a6ξ1η2ζ2 + 6a7ξ2η2ζ2

6b4ξ1η1ζ1 + 2b5ξ1η1ζ2 + 2b5ξ2η1ζ1

+2b6ξ1η2ζ1 + 2b6ξ1η2ζ2 + 6b7ξ2η2ζ2

 . (4.16)

In addition, we can also get the relationship between B and z and z̄,

B(zq + z̄q̄, zq + z̄q̄) = z2B(q, q) + 2zz̄B(q, q̄) + z̄2B(q̄, q̄), (4.17)

in which q = q(0) and p = p(0). Therefore, the Taylor coefficient gkl, k + l = 2 of
the quadratic term in g(z, z̄, δ) can be expressed by the following formula

g20 = ⟨p,B(q, q)⟩, g11 = ⟨p,B(q, q̄)⟩, g02 = ⟨p,B(q̄, q̄)⟩.

Similarly, compute C to get

g21 = ⟨p, C(q, q, q̄)⟩.

After calculation, it can be easily obtained that

g20 =< p,B(q, q) >=
ia1ω

3

4α3R3
− (b1 + a2)ω

2

2α2R2
− i(b2 + a3)ω

2αR
+ 2b3, (4.18)
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g02 =< p,B(q, q) >=
ia1ω

3

4α3R3
− (b1 − a2)ω

2

2α2R2
− i(b2 + a3)ω

2αR
+ 2b3, (4.19)

g11 =< p,B(q, q) >= − ia1ω
3

4α3R3
− ia3ω

αR
+

b1ω

2α2R2
+ 2b3, (4.20)

g21 =< p,C(q, q, q) >=
3ia4ω

3

4α3R3
+ 6a7. (4.21)

Finally, the following parameters can be calculated to determine the nature of the
Hopf bifurcation:

C1(0) =
i

2ω0

(
g20g11 − 2|g11|2 −

1

3
|g02|2

)
+

g21
2

, (4.22)

ρ = −Re{C1(0)}
Re{λ′(δ0)}

, (4.23)

θ = 2Re{C1(0)}, (4.24)

T2 = −Im{C1(0)}+ ρIm{λ′(δ0)}
ω0

. (4.25)

The sign of the above notations can show the properties of the Hopf bifurcation.
We know that the Hopf bifurcation is termed supercritical if ρ > 0 and subcritical
if ρ < 0; the periodic solutions on the center manifold are stable if θ < 0 and are
unstable if θ > 0; the period of the bifurcation periodic solution increase if T2 > 0,
and the period decrease if T2 < 0. From the previous discussion, we know that
Re{λ′(δ0)} = µ′(δ0) < 0, therefore we can get the following result.

Theorem 4.1. The direction and stability of the Hopf Bifurcation are determined
by the sign of Re{C1(0)}. The direction of the Hopf bifurcation of system(2.4) is su-
percritical (subcritical) and the bifurcating periodic solutions on the center manifold
are unstable (stable) if Re{C1(0)} > 0 (< 0).

5. Flip bifurcation

In the actual ecosystem, it is sometimes necessary to discretize the system model,
which can facilitate our obtaining of biological data. Since the original system is a
two-dimensional nonlinear system, we cannot study the dynamics of the system by
obtaining its analytical solution. The forward Euler method is used to obtain the
discrete dynamic system to better study the dynamic behavior of the system.

In this section, we still choose δ as the bifurcation parameter. We will use the
central manifold and bifurcation theory to discuss the flip bifurcation at E3(x

∗, y∗),
as described in [3, 16,25].

We consider the system
x(n+ 1) = x(n) + x(n)(1− x(n))− αx(n)y(n)

(δ + x(n))(δ + y(n))

y(n+ 1) = y(n) + ϵ

[
βx(n)y(n)

(δ + x(n))(δ + y(n))
− γy(n)

] . (5.1)

Map (5.1) has a unique interior fixed point E3(x
∗, y∗), at which the eigenvalues

are

λ1 = −1, λ2 =
Tr(J∗) +

√
Tr(J∗)2 − 4det(J∗)

2
,
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with |λ2| ≠ 1. For |δ∗| ≪ 1, we consider a perturbation of map (5.1) as follows:


x(n+ 1) = x(n) + x(n)(1− x(n))− αx(n)y(n)

(δ + δ∗ + x(n))(δ + δ∗ + y(n))
≡ f1(x, y)

y(n+ 1) = y(n) + ϵ(
βx(n)y(n)

(δ + δ∗ + x(n))(δ + δ∗ + y(n))
− γy(n)) ≡ f2(x, y)

,

(5.2)
where δ∗ is a perturbation parameter.

Let u = x−x∗, v = y− y∗, and transform E3(x
∗, y∗) into the origin. Then map

(5.2) becomes

u

v

 →


a11u+ a12v + a13u

2 + a14uv + a15v
2 + c11uδ

∗ + c12vδ
∗ + c13u

2δ∗

+c14uvδ
∗ + c15v

2δ∗ + d1u
3 + d2u

2v + d3uv
2 + d4v

3 +O(|u+ v + δ∗|4)

a21u+ a22v + a23u
2 + a24uv + a25v

2 + c21uδ
∗ + c22vδ

∗ + c23u
2δ∗

+c24uvδ
∗ + c25v

2δ∗ + e1u
3 + e2u

2v + e3uv
2 + e4v

3 +O(|u+ v + δ∗|4)

 ,

where ai1 + ci1δ
∗ =

∂fi
∂x

, ai2 + ci2δ
∗ =

∂fi
∂y

, ai3 + ci3δ
∗ =

∂2fi
∂x2

, ai4 + ci4δ
∗ =

∂2fi
∂x∂y

, ai5 + ci5δ
∗ =

∂2fi
∂y2

, i = 1, 2, and

d1 =
∂3f1
∂x3

, d2 =
∂3f1
∂x2∂y

, d3 =
∂3f1
∂x∂y2

, d4 =
∂3f1
∂y3

,

e1 =
∂3f2
∂x3

, e2 =
∂3f2
∂x2∂y

, e3 =
∂3f2
∂x∂y2

, e4 =
∂3f2
∂y3

.

cij are the terms containing δ∗; aij and dij are the terms that do not contain δ∗.

Construct an matrix

T =

 a12 a12

−1− a11 λ2 − a11

 . (5.3)

Then we use the translation u

v

 = T

x̃

ỹ

 , (5.4)

and the map (5.1) becomesx̃

ỹ

 →

−1 0

0 λ2

x̃

ỹ

+

f̃(x, y, δ∗)

g̃(x, y, δ∗)

 , (5.5)

where
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f̃(x, y, δ∗) =
a13(λ2 − a11)− a12a23

a12(λ2 + 1)
u2 +

a14(λ2 − a11)− a12a24
a12(λ2 + 1)

uv

+
a15(λ2 − a11)− a12a25

a12(λ2 + 1)
v2 +

c11(λ2 − a11)− a12c12
a12(λ2 + 1)

uδ∗

+
c12(λ2 − a11)− a12c22

a12(λ2 + 1)
vδ∗ +

c13(λ2 − a11)− a12c23
a12(λ2 + 1)

u2δ∗

+
c14(λ2 − a11)− a12c24

a12(λ2 + 1)
uvδ∗ +

c15(λ2 − a11)− a12c25
a12(λ2 + 1)

v2δ∗

+
d1(λ2 − a11)− a12e1

a12(λ2 + 1)
u3 +

d2(λ2 − a11)− a12e2
a12(λ2 + 1)

u2v

+
d3(λ2 − a11)− a12e3

a12(λ2 + 1)
uv2 +

d4(λ2 − a11)− a12e4
a12(λ2 + 1)

v3

+O((|u|+ |v|+ |δ∗|)4),

g̃(x, y, δ∗) =
a13(1 + a11) + a12a23

a12(λ2 + 1)
u2 +

a14(1 + a11) + a12a24
a12(λ2 + 1)

uv

+
a15(1 + a11) + a12a25

a12(λ2 + 1)
v2 +

c11(1 + a11) + a12c12
a12(λ2 + 1)

uδ∗

+
c12(1 + a11) + a12c22

a12(λ2 + 1)
vδ∗ +

c13(1 + a11) + a12c23
a12(λ2 + 1)

u2δ∗

+
c14(1 + a11) + a12c24

a12(λ2 + 1)
uvδ∗ +

c15(1 + a11) + a12c25
a12(λ2 + 1)

v2δ∗

+
d1(1 + a11)− a12e1

a12(λ2 + 1)
u3 +

d2(1 + a11) + a12e2
a12(λ2 + 1)

u2v

+
d3(1 + a11) + a12e3

a12(λ2 + 1)
uv2 +

d4(1 + a11) + a12e4
a12(λ2 + 1)

v3

+O((|u|+ |v|+ |δ∗|)4),

and

u =a12(x̃+ ỹ), v = −(1 + a11)x̃+ (λ2 − a11)ỹ, u2 = a212(x̃
2 + 2x̃ỹ + ỹ2),

uv =− a12(1 + a11)x̃
2 + a12(λ2 − 1− 2a11)x̃ỹ + a12(λ2 − a11)ỹ

2,

v2 =(1 + a11)
2x̃2 − 2(1 + a11)(λ2 − a11)x̃ỹ + (λ2 − a11)

2ỹ2,

u3 =a312(x̃
3 + 3x̃2ỹ + 3x̃ỹ2 + ỹ3),

u2v =a212[−(1 + a11)x̃
3 + (λ2 − 2− 3a11)x̃

2ỹ + (2λ2 − 1− 3a11)x̃ỹ
2 + (λ2 − a11)ỹ

3],

uv2 =a12[(1 + a11)
2x̃3 + (1− λ2 + 3a11)(1 + a11)x̃

2ỹ + (λ2 − a11)
2ỹ3

+ (λ2 − 2− 3a11)(λ2 − a11)x̃ỹ
2],

v3 =− (1 + a11)
3x̃3 + 3(1 + a11)

2(λ2 − a11)x̃
2ỹ − 3(1 + a11)(λ2 − a11)

2x̃ỹ2

+ (λ2 − a11)
3ỹ3.

Next, we determine a center manifold W c(0, 0, 0) of map (5.5) at the fixed point
(0, 0) in a small neighborhood of δ∗ = 0. From the center manifold theorem [8], we
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know that there exists a center manifold W c(0, 0, 0), which can be approximately
represented as follows:

W c(0, 0, 0) = {(x̃, ỹ, δ∗) ∈ R3 : ỹ = k1x̃
2 + k2x̃δ

∗ + k3δ
∗2 +O((|x̃|+ |δ∗|)3)}.

By calculation, we get

k1 =
a12[a13(1 + a11) + a12a23] + (1 + a11)[(a25 − a14)(1 + a11)− a12a24]

1− λ2
2

,

k2 =
(1 + a11)[c12(1 + a11) + a12c22]− a12[c11(1 + a11) + a12c21]

a12(1 + λ2)2
, k3 = 0.

Therefore, we consider the map (5.5) which is restricted to the center manifold
W c(0, 0, 0):

F1 : x̃ → −x̃+ h1x̃
2 + h2xδ

∗ + h3x̃
2δ∗ + h4x̃δ

∗2 + h5x̃
3 +O((|x̃|+ |δ∗|)4), (5.6)

where

h1 =
1

λ2 + 1
{a12[a13(λ2 − a11)− a12a23]− (1 + a11)[a14(λ2 − a11)− a12a24]

− a25(1 + a11)
2},

h2 =
1

a12(λ2 + 1)
{a12[c11(λ2 − a11)− a12c1]− (1 + a11)[c12(λ2 − a11)− a12c22],

h3 =
a2

(λ2 + 1)
{2a12[a13(λ2 − a11)− a12a23]+(λ2 − 1− 2a11)[a14(λ2 − a11)−a12a24]

+
a1

a12(λ2 + 1)
{a12[c11(λ2 − a11)− a12c21]+(λ2 − a11)[c12(λ2 − a11)− a12c22]}

+
1

λ2 + 1
{2a22a25(1 + a11)(λ2 − a11) + a12[c13(λ2 − a11)− a12c23]

− (1 + a11)[c14(λ2 − a11)− a12c24]− c25(1 + a11)
2},

h4 =
a1

a12(λ2 + 1)
{a12[c11(λ2 − a11)− a12c21] + (λ2 − a11)[c12(λ2 − a11)− a12c22],

h5 =
1

λ2 + 1
{2a12a11[a13(λ2 − a11)− a12a23] + a11(λ2 − 1− 2a11)[a14(λ2 − a11)

− a12a24] + a212[d1(λ2 − a11)− a12e1]− a12(1 + a11)[d2(λ2 − a11)− a12e2]

+ 2a11a25(1 + a11)(λ2 − a11)− d3a12(1 + a11)
2}.

In order to make the map (5.5) undergo a flip bifurcation, we give that two
discriminatory quantities α1 and α2 and require them to be non-zero where

α1 =

(
∂2F1

∂x∂δ∗
+

1

2

∂2F1

∂δ∗
∂2F1

∂x2

)
|(0,0)= h2 ̸= 0,

α2 =

(
1

6

∂3F1

∂x3
+ (

1

2

∂2F1

∂x2
)2
)
|(0,0) = h5 + h2

1 ̸= 0.

(5.7)

Combining the above analysis with the theorem in [3], we can get the following
result.

Theorem 5.1. If α2 ̸= 0, then map (5.1) undergoes a flip bifurcation at the fixed
point E3(x

∗, y∗) when the parameter δ∗ varies in a small neighborhood of origin.
Furthermore, the period orbits that bifurcate from E3(x

∗, y∗) are stable if α2 > 0,
and the period orbits are unstable if α2 < 0.
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6. Numerical simulations

In this section, we will use a concrete numerical example of model (2.4) to illustrate
the previous theoretical analysis results. We consider the parameter set as α = 0.8,
β = 10, γ = 0.1 and ϵ = 0.01, that is,

ẋ = x(1− x)− 0.8xy

(δ + x)(δ + y)
,

ẏ = 0.01(
10xy

(δ + x)(δ + y)
− 0.1y),

(6.1)

with different random initial conditions.
Especially, we first consider the situation where the system (6.1) can reach a

steady state when δ = 0.9. The equilibrium abundance of prey and predator as
x∗ = 0.3849, y∗ = 29.0549 can be calculated. The above parameters can satisfy
the conditions given in Lemma 3.1 and Theorem 3.1. Thus, the equilibrium point
E∗ = (0.3849, 29.0549) is asymptotically stable.

As shown in the figures, the system converges to the equilibrium point

E∗ = (0.3769, 29.3540)

with any initial value(see Fig. 1). Alternatively, the system generates periodic
solutions with any initial value(see Fig. 2).

0.3 0.4 0.5 0.6 0.7 0.8 0.9

Prey

0

5
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15

20

25

30

35

40

P
re

d
a

to
r

the system

E*(0.3769,29.3540)

Figure 1. The positive equilibrium of system (2.4) is globally asymptotically stable with different
initial values when δ > δ0.

As shown in Fig. 1, for the equilibrium point E3(x
∗, y∗), there is a slight differ-

ence between the value E∗ = (0.3769, 29.3540) obtained by MATLAB simulation
and our calculation E3 = (0.3849, 29.0549), which we consider to be within a rea-
sonable range of numerical error.

Next, for the sake of completeness of the results, we consider the impact of two
parameters α and β on the dynamic behaviors of the system. Take the values of
other parameters with δ = 0.9, ϵ = 0.01, γ = 0.1, α = 10, 2.0, 1.1 (Fig. 3) and
β = 10, 1.0, 0.4 (Fig. 4).

Applying the previous results, one can determine the value of ρ, θ and T2 at
δ = δ0. For the parameter set above, δ takes a critical value 0.7529. Fig. 1 presents
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Figure 2. The system (2.4) has single periodic solution with different initial values when δ < δ0.
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Figure 3. Time series of x, y for different values of α. These two figures show that the system is
unstable under that choice of parameters. Parameters are as in the text.
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Figure 4. Time series of x, y for different values of β. These two figures show that the system is
absolutely stable under that choice of parameters. Parameters are as in the text.
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Figure 5. The period of bifurcation periodic solution of predator population increases with δ, and the
status of the predator is similar.

that, the system converges to the unique equilibrium point E∗ = (0.3769, 29.3540)
with any initial value when δ > 0.7529. When δ < 0.7529, the system generates
periodic solutions with any initial value (see Fig. 2). One can evaluate that C1(0) =
−1.48399×108−1.23169×1011i, ρ = −1.63191×109(< 0), θ = −2.96797×108(< 0)
and T2 = 8.51391× 1012(> 0). Since ρ < 0, Hopf bifurcation is subcritical and the
bifurcating periodic solutions exist when δ < δ0. Also, the bifurcating periodic
solutions are stable as θ < 0, and their period increases with δ as T2 > 0, which can
be observed from Fig. 5. When δ = 0.1, the period is less than 1000; when δ = 0.2,
the period is close to 1000; when δ = 0.4, the period is much greater than 1000.

7. Conclusions

In this paper, we considered a special predator-prey model with Crowley-Martin
functional response, which has a small parameter ϵ. The local stability of the
equilibrium points which are four boundary points and one positive point, has
been analysed using the characteristic equation and the Routh-Hurwitz criterion.
This paper determined the bifurcation parameter of the predator-prey system as δ
through mathematical analysis of the system model.

We have found that under conditions (2.15) and (3.6), the solutions lose their
stability and generate Hopf bifurcation with δ fluctuatin. When δ passes a critical
value δ0 from right to left, the family of periodic solutions bifurcates from equi-
librium. Furthermore, using the center manifold theorem and normal form theory,
the stability and direction of the Hopf bifurcation are determined. This paper has
shown that when conditions (3.10) and (3.11) are established, the direction of Hopf
bifurcation and the stability of the bifurcating periodic solutions of system (2.4) at
δ0 are determined by the sign of Re{C1(0)}. We also analysed how the discrete
system produces flip bifurcation.

Numerical results prove that the system converges to an equilibrium state when
δ > δ0; the system will appear Hopf bifurcation and produce bifurcation periodic
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solutions when δ crosses δ0; the solutions are stable when δ = δ0. The Hopf bifur-
cation produced by the example given in the paper is subcritical. The bifurcating
periodic solutions are stable, and its period increases with δ.
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