
East Asian Journal on Applied Mathematics Vol. 8, No. 1, pp. 24-43

doi: 10.4208/eajam.280616.310717a February 2018

Laguerre and Hermite Collocation Methods for

Unbounded Domains

Chao Zhang1,∗ Hanfeng Yao2 and Michael D. Samson3

1 School of Mathematics and Statistics, Jiangsu Normal University, 221116,

China.
2 School of Basic Education, Qingdao Huanghai University, 266427, China.
3 Department of Mathematics, DigiPen Institute of Technology, 637371,

Singapore.

Received 28 June 2016; Accepted (in revised version) 31 July 2017.

Abstract. We discuss spectral collocation methods based on Jacobi-Gauss-Lobatto points

and Laguerre and Hermite collocation for unbounded domains. These methods are well

conditioned, and some numerical experiments demonstrate quite high accuracy.
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1. Introduction

The spectral collocation method that we consider approximates derivatives by direct

differentiation of Lagrange interpolation polynomials at Gauss-type points. In applications

involving non-linear problems or equations with variable coefficients, the performance of

this approach is comparable to high-order finite difference methods and superior to the

spectral method with modal basis functions. Nevertheless, it involves ill-conditioned linear

systems when direct solvers and iteration methods exploiting a large number of collocation

points are used. Various approaches to address this issue have been discussed. Coutsias and

others [4, 5, 8, 16] proposed the integration preconditioning method, and Greengard [9]

and El-Gendi [7] considered the spectral integration method. Wang et al. [23] introduced

a Legendre (Chebyshev) collocation method based on a Birkhoff interpolation [6,17] such

that the corresponding system of linear equations is well-conditioned and the condition

numbers do not depend on N , and their approach produces the exact inverse of the pseu-

dospectral differentiation matrix of the highest derivative with only interior collocation

points involved. The minimal eigenvalue of the second Jacobi pseudospectral differentia-

tion matrix is a constant, so the differential operator of the highest order and the underlying

boundary conditions can be associated with a suitable Birkhoff interpolation.
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This opens the way to a new well-conditioned Jacobi-collocation method with another

basis, to produce optimal integration preconditioners for usual collocation methods for ex-

act boundary conditions. We provide such a new collocation scheme, where simulations

for second order differential equations for example show both stability and high accuracy.

However, numerical simulations in various areas of application (e.g. in quantum mechan-

ics, biology, or financial mathematics) involve differential equations on unbounded do-

mains, so the second part of this article is devoted to alternative Laguerre and Hermite

collocation methods. Further, if the smallest eigenvalues of the corresponding matrices de-

pend on their dimensions [24] such that these methods cannot be used, we construct new

Birkhoff interpolation basis functions to produce both well-conditioned systems of linear

algebraic equations and optimal preconditioners. The corresponding collocation schemes

for second order differential equations with Dirichlet boundary conditions demonstrate

high accuracy and improved stability. In Section 2, the interpolation basis uses Jacobi-

Gauss-Lobatto (JGL) points. In Section 3 and Section 4, Laguerre-Gauss-Radau (LGR) and

Hermite-Gauss points are adopted for the construction of new bases. All of these bases are

incorporated in the corresponding collocation schemes used in the numerical simulations.

Our concluding remarks are in Section 5.

2. Motivations and Observations from Collocation on a Finite Interval

In this section, we extend the well-conditioned collocation method from Ref. [23] to

general Jacobi-Gauss-type points. Our goal is to develop new collocation schemes for un-

bounded domains.

2.1. Birkhoff interpolation basis on Jacobi-Gauss-Lobatto (JGL) points

Let {h j} be the Lagrange interpolating polynomials associated with the JGL points

{x j}Nj=0
where x0 = −xN = −1 [19]. The differentiation matrices are defined as

D
(k) =

�
d
(k)

i j

�
0≤i, j≤N

, D
(k)

in
=
�
d
(k)

i j

�
1≤i, j≤N−1

, d
(k)

i j
= h

(k)

j
(x i) ,

and we set D := D
(1) and Din := D

(1)

in
. Explicit formulas for the entries of the matrix D and

the relation are [19]

D
(k) = DD · · ·D = D

k, k ≥ 1 .

It is also known that the condition numbers of the matrices D
(k)

in
grow like N2k — cf. Refs.

[2,25]. We are particularly interested in the second-order differentiation matrix. Weideman

& Trefethen [25] studied eigenvalues of the pseudospectral second derivative matrix with

homogeneous Dirichlet boundary conditions, and observed that only about 2N/π of the

eigenvalues of the continuous operator are accurately approximated by the eigenvalues of

the discrete operator. Vandeven [22] proposed a rigorous proof of that conjecture for the

Galerkin Legendre spectral method, and Welfert [26] showed his results are also valid for

the Legendre pseudospectral collocation method. Analogously, in the general Jacobi case

the smallest eigenvalue of the matrix −D
(2)

in
can be approximated by π2/4≈ 2.467.
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Table 1: Condition numbers, maximum and minimum absolute values of eigenvalues of −D
(2)

in
at JGL

points with α= 3, β = 1.

N Cond. Number Max|Eig| Min|Eig|
32 4.00E + 03 9.88E + 03 2.47

64 5.26E + 04 1.30E + 05 2.47

128 7.61E + 05 1.88E + 06 2.47

256 1.15E + 07 2.86E + 07 2.47

For example, let us consider the JGL collocation scheme for the following model problem:

−u′′(x) = λu(x) , x ∈ I = (−1,1) subject to u(±1) = 0 ,

which has the eigenvalues λ j = j2π2/4, j = 1,2, · · · . The corresponding discrete eigen-

value problem has the form −D
(2)

in
u = λ̃u, where the (N − 1) column vector u represents

the approximation of the eigenvector u(x) at the interior JGL points. We expect that about

2N/π of the exact eigenvalues will be approximated by the corresponding discrete eigen-

values up to two-digit accuracy. Table 1 contains the absolute values of the largest and

smallest eigenvalues of the matrix −D
(2)

in
obtained at the JGL points for α = 3 and β = 1.

These values show a near constant behaviour for the smallest eigenvalue and N4-growth

for the other. We point out that the constant behaviour of the smallest eigenvalue is cru-

cial for the well-conditioning of the Legendre and Chebyshev collocation schemes with the

Birkhoff interpolation. Similar ideas are used in the general Jacobi case.

LetPN denote the space of polynomials of degree at most N . We seek basis polynomials

B j ∈ PN , 0≤ j ≤ N such that

B0(−1) = 1 , B′′0 (x i) = 0 , 1≤ i ≤ N − 1 , B0(1) = 0 ,

B j(±1) = 0 , B′′j (x i) = δi j , 1≤ i, j ≤ N − 1 ,

BN (−1) = 0 , B′′0 (x i) = 0 , 1≤ i ≤ N − 1 , BN (1) = 1 . (2.1)

Similarly to Refs. [3,23], the basis is associated with the Birkhoff interpolation problem —

viz. given u ∈ C2(I), find polynomial p ∈ PN such that p(±1) = u(±1) and p′′(x i) = u′′(x i),

1≤ i ≤ N − 1. From Eqs. (2.1), the interpolation polynomial can be expressed as

p(x) = p(−1)B0(x) +

N−1∑

j=1

u′′(x j)B j(x) + p(1)BN (x) , (2.2)

Unlike Lagrange and Hermite interpolations, in the Birkhoff interpolation there is at least

one point where the function and derivative values are not interpolated consecutively [17].

We set

B
(k) :=

�
B
(k)

i j

�
0≤i, j≤N

, B
(k)

in
:=
�
B
(k)

i j

�
1≤i, j≤N−1

, k ≥ 0 ,

where B
(k)

i j
:= B

(k)

j
(x i), and let B := B

0, Bin := B
0
in

. The following results can be proved

similarly to Ref. [23].
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Proposition 2.1. The differentiation matrices arising in the Lagrange and Birkhoff interpola-

tion satisfy the equations

B
(k) = D

(k)
B = D

k
B = DB

(k) , k ≥ 1 , (2.3)

D
(2)

in
Bin = IN−1 , (2.4)

where IN−1 is an identity matrix.

Proposition 2.2 (Birkhoff interpolation at the JGL points). Let {x j}Nj=0 and {ω j}Nj=0 be

the JGL points and weights defined by (A.11), (A.12) and (A.13), respectively. The Birkhoff

interpolation basis polynomials {B j}N−1
j=1

have the form

B j(x) =

 
−2β0 j

γ0

+ (2β −α+ 1)
2β1 j

3γ1

−
N−2∑

k=2

βk j

d−2
x P

α,β

k
(1)

γk

!
x + 1

2
+

N−2∑

k=0

βk j

d−2
x P

α,β

k
(x)

γk

,

(2.5)

where d−2
x P

α,β

k
(x) is calculated in (A.9),

γk =
2α+β+1

Γ (k +α+ 1)Γ (k + β + 1)

(2k +α+ β + 1)k!Γ (k +α+ β + 1)
,

βk j =
�
P
α,β

k
(x j) +Q1P

α,β

k
(−1) +Q2P

α,β

k
(1)
�
ω j , k ≥ 0 ,

and

Q1 =
P
α,β

N−1
(1)P

α,β
N (x j)− P

α,β
N (1)P

α,β

N−1
(x j)

P
α,β

N−1
(−1)P

α,β
N (1)− P

α,β

N−1
(1)P

α,β
N (−1)

,

Q2 =
P
α,β
N (−1)P

α,β

N−1
(x j)− P

α,β

N−1
(−1)P

α,β
N (x j)

P
α,β

N−1
(−1)P

α,β
N (1)− P

α,β

N−1
(1)P

α,β
N (−1)

.

Moreover, the derivative of the corresponding Birkhoff polynomial is

B′
j
(x) =

N−2∑

k=0

βk j

d−1
x P

α,β

k
(x)

γk

−
N−2∑

k=0

βk j

d−2
x P

α,β

k
(1)

2γk

, (2.6)

where d−1
x P

α,β

k
(x) is calculated in (A.8).

Remark 2.1. If α = β = 0, then Proposition 2.2 is the same as Proposition 3.5 in Ref. [23].

2.2. Numerical results

Example 2.1. Let us consider the boundary value problem

−d2
xu(x) + r(x)dxu(x) + s(x)u(x) = f (x) , x ∈ I subject to u(±1) = u± , (2.7)

where r(x), s(x), f (x) ∈ C(I) are given functions. For brevity, we often denote the k-th

derivative with respect to x -direction by dk
x

hereafter.
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A collocation method for the problem (2.7) involves determining a polynomial uN ∈ PN (I)

that satisfies the equations

� − d2
x
uN (x i) + r(x i)dxuN (x i) + s(x i)uN (x i) = f (x i) , 1≤ i ≤ N − 1 ,

uN (±1) = u± ,
(2.8)

for a given set of points x i, 1≤ i ≤ N −1. We consider three possible collocation methods.

(a) Jacobi-Lagrange collocation (JLCOL) method.

We represent the polynomial as

uN (x) = u−h0(x) +

N−1∑

j=1

uN (x j)h j(x) + u+hN (x)

and substitute this form into Eqs. (2.8) to produce the system of linear algebraic equations

(−D
(2)

in
+ΛrD

(1)

in
+Λs)u = f− uB , (2.9)

where

Λr = diag
�
r(x1), r(x2), · · · , r(xN−1)

�
, Λs = diag

�
s(x1), s(x2), · · · , s(xN−1)

�
,

u =
�
uN (x1),uN (x2), · · · ,uN (xN−1)

�′
, f=

�
f (x1), f (x2), · · · , f (xN−1)

�′
,

uB is the vector of
¦

u−(−d
(2)

i0
+ r(x i)d

(1)

i0
) + u+(−d

(2)

iN
+ r(x i)d

(1)

iN
)
©N−1

i=1
.

(b) Preconditioning collocation (PLCOL) method.

Property (2.4) allows us to use preconditioning for the ill-conditioned system (2.9), hence

Bin

�−D(2)
in
+Λr D

(1)

in
+Λs

�
u= Bin(f− uB) . (2.10)

(c) New Jacobi-Birkhoff collocation (JBCOL) method.

We write the polynomial as

uN (x) = u−B0(x) +

N−1∑

j=1

vN (x j)B j(x) + u+BN (x) .

It follows from Eq. (2.2) that vN (x j) = u′′
N
(x j), and Eq. (2.8) takes the form

(−I N−1+ΛrB
(1)

in
+ΛsBin)v = f− u−v− − u+v+ , (2.11)

where

v− =
§
− r(x i)

2
+ s(x i)

1− x i

2

ªN−1

i=1

,

v+ =

§
r(x i)

2
+ s(x i)

1+ x i

2

ªN−1

i=1

.
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Table 2: Condition numbers, a

ura
y and iterations for α = −1/2, β = 3/2.

JLCOL (2.9) PLCOL (2.10) JBCOL (2.11)

N Cond Error Iters Cond Error Iters Cond Error Iters

64 7.97E+05 3.63E-12 201 5.15 3.42E-14 7 6.43 3.23E-14 10

128 1.47E+07 4.93E-11 771 5.24 4.96E-13 7 6.49 1.04E-13 10

256 3.26E+08 4.96E-10 4209 5.30 4.97E-13 7 6.53 2.67E-13 11

512 7.33E+09 2.19E-09 27729 5.32 2.19E-13 7 6.54 6.06E-13 11

1024 1.65E+11 2.02E-08 24151 5.33 2.02E-13 7 6.55 4.83E-13 11

0 50 100 150 200 250 300
N

-15
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J-BCOL
P-LCOL
J-LCOL

Figure 1: Maximum pointwise errors for α= −1/2, β = 3/2

.

Choosing r(x) = −(1+ sin x), s(x) = ex and the test function u(x) = e(x
2−1)/2, we find all

three collocation methods converge. Table 2 contains condition numbers, errors and the

number of iterations used in the BICGSTAB iterative method. The condition numbers of the

new approach are independent of N and it does not produce unacceptable round-off errors,

even for a large number of collocation points. The graph in Fig. 1 displays the maximum

pointwise errors for JBCOL, JLCOL and PLCOL for α= −1/2, β = 3/2.

3. Birkhoff-Type Interpolation Functions Based on LGR Nodes

Various problems on the semi-axis have attracted more attention recently. The Laguerre

spectral and Laguerre collocation methods are popular approaches [10,11,13,14,18,20],

but these methods often produce ill-conditioned linear systems.

3.1. Numerical observations

Let {h j} be the Lagrange interpolating basis polynomials associated with the LGR points

{x j}Nj=0
and consider

ĥ j(x) = e(x j−x)/2 h j(x) , 0≤ i, j ≤ N , (3.1)
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Table 3: Condition numbers, maximum and minimum absolute values of the eigenvalues of D̂
(2)

in
.

N Cond. Number Max|Eig| Min|Eig|
32 2.08E + 05 1.10E + 02 5.67E − 04

64 3.14E + 06 4.28E + 02 1.46E − 04

128 4.87E + 07 1.69E + 03 3.71E − 05

256 7.68E + 08 6.69E + 03 9.34E − 06

with the corresponding differentiation matrices

D̂
(k)

:=
�
d
(k)

i j

�
0≤i, j≤N

, D̂
(k)

in :=
�
d
(k)

i j

�
1≤i, j≤N

, (3.2)

where d
(k)

i j
:= ĥ

(k)

j
(x i); and set D̂ := D̂

(1)
, D̂in := D̂

(1)

in . Here we deal with the following

eigenvalue problem:

−u′′(x) = λu(x) , x ∈ Λ= (0,∞) , u(0) = 0 and lim
x→∞u(x) = 0 . (3.3)

Discretising this problem by the Laguerre-Lagrange collocation method, one only has to

compute the eigenvalues of the matrix −D̂
(2)

in , which are real and negative. As shown in Ta-

ble 3, the largest eigenvalue increases like N2 and the smallest decreases like N−2,consistent

with theoretical analysis [24]. On the other hand, in the Legendre, Chebyshev and Jacobi

collocation methods the smallest eigenvalues do not depend on N . However, on considering

the matrices D̂
(2)

in
−µIN where µ is an arbitrary real number, the set of smallest eigenvalues

is bounded by |µ| from above and the largest eigenvalues grow like N2 such that the con-

dition numbers of (D̂
(2)

in − µIN )
−1 do not depend on N . We can construct a new basis for

the solution of the second-order boundary value problems on the half line as follows.

3.2. New Birkhoff-like basis on the half line

Consider the set of functions

P̂N (Λ) = span
�L̂0(x), L̂1(x), · · · , L̂N (x)

	
,

where {L̂k(x)}Nk=0
are the Laguerre functions defined in Eq. (B.4). We consider the Birkhoff-

type interpolation problem — i.e. find a polynomial p̂ ∈ P̂N (Λ) such that for u ∈ C2(Λ),

limx→∞ u(x) = 0 the following relations hold:

p̂(0) = u(0) ,

p̂′′(x i)−
1

4
p̂(x i) = u′′(x i)−

1

4
u(x i) , 1≤ i ≤ N . (3.4)

The Birkhoff interpolation function p̂ for u in Eqs. (3.4) can be represented uniquely in the

form

p̂(x) = u(0)B̂0(x) +

N∑

j=1

�
u′′(x j)−

1

4
u(x j)

�
B̂ j(x) , x ∈ Λ ,
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after the polynomials {B̂ j(x)}Nj=0
⊆ P̂N (Λ) are determined such that

B̂0(0) = 1 , B̂′′
0
(x i)−

1

4
B̂0(x i) = 0 , 1≤ i ≤ N ,

B̂ j(0) = 0 , B̂′′
j
(x i)−

1

4
B̂ j(x i) = δi j , 1≤ i, j ≤ N .

(3.5)

3.3. Properties of the differentiation matrices

Let us now discuss properties of the new basis functions used in the algorithm. Consider

the matrices

B̂
(k)

:=
�
B̂
(k)

i j

�
0≤i, j≤N

, B̂
(k)

in :=
�
B̂
(k)

i j

�
1≤i, j≤N

, k ≥ 0 ,

where b
(k)

i j
:= B̂

(k)

j
(x i) and set B̂ := B̂

0
, and B̂in := B̂

0

in. The following theorem plays an

important role.

Theorem 3.1. Let bB j(x) be the above-mentioned polynomials. Then we have the relation

�
D̂
(2)

in −
1

4
IN

�
B̂in = I N . (3.6)

Proof. Since any polynomial φ ∈ P̂N can be represented in the form

φ(x) =

N∑

p=0

φ(xp)ĥp(x),

so that

φ(2)(x) =

N∑

p=0

φ(xp)ĥ
(2)
p (x).

If φ = B̂ j and x = x i, 1≤ i, j ≤ N , then

bi j =

N∑

p=0

dip bp j, b
(2)

i j
=

N∑

p=0

d
(2)

ip
bp j. (3.7)

It follows from (3.5) that b0 j = 0 for 1 ≤ j ≤ N and b
(2)

i j
− (1/4)bi j = δi j for 1 ≤ i, j ≤ N .

The equation (3.7) yields:

δi j =

N−1∑

p=1

�
d
(2)

ip
− 1

4
dip

�
bp j, 1≤ i, j ≤ N ,

so that (D̂
(2)

in − (1/4)IN )B̂in = IN .
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Proposition 3.1. The Birkhoff interpolation basis functions {B̂ j(x)}Nj=0
that satisfy conditions

(3.5) for the LGR nodes x j, j = 0,1, · · · , N are

B̂0(x) =e−
x
2 ,

B̂ j(x) =ω̂ j

N−1∑

k=0

�L̂k+1(x j)− L̂N (x j)
�
d̂−2

x L̂k(x)

− ω̂ j

�L̂0(x j)− L̂N (x j)
�
d̂−1

x
L̂0(x) , 1≤ j ≤ N . (3.8)

where ω̂ j = ex jω j and d̂−2
x L̂k(x) is calculated using the formulas (B.8).

Proof. It is easily seen that (3.4) is equivalent to the Birkhoff polynomial interpolation

problem: For u ∈ C2(Λ), find a polynomial p ∈ PN (Λ) such that

�
p(0) = u(0),

p′′(x j)− p′(x j) = u′′(x j)− u′(x j), 1≤ j ≤ N .
(3.9)

Note that if one can determine polynomials {B j(x)}Nj=0
⊆ PN (Λ) such that

B0(0) = 1, B′′
0
(x i)− B′

0
(x i) = 0, 1≤ i ≤ N ,

B j(0) = 0, B′′j (x i)− B′j(x i) = δi j , 1≤ i, j ≤ N , (3.10)

then the Birkhoff interpolation polynomial p satisfying the relations (3.9) can be repre-

sented in the form

p(x) = u(0)B0(x) +

N∑

j=1

�
u′′(x j)− u′(x j)

�
B j(x), x ∈ Λ.

We take B0(x) = 1 for all x ∈ Λ and assume that B′′
j
(x) =

∑N−2

k=0
βk, jLk(x) for 1 ≤ j ≤ N .

Then B′
j
(x) = d−1

x B′′
j
(x)− β−1, j and using (B.7), we obtain

B′′
j
(x)− B′

j
(x) =

N−2∑

k=0

βk, j

�
Lk(x)−

�Lk(x)−Lk+1(x)
��
+ β−1, j =

N−1∑

k=0

βk−1, jLk(x).

We multiply the last equation byLm(x)e
−x and integrate the result over Λ. It follows from

(B.3), (B.5), and (3.10) that

�
B′′j (0)− B′j(0)

�
ω0 +Lm(x j)ω j =

�
βm−1, j, m< N ,

0, m= N .

If m= N , then

B′′j (0)− B′j(0) = −
ω j

ω0

LN (x j) = −
1

LN (x j)
,
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so that βk, j =ω j(Lk+1(x j)−LN (x j)) for −1≤ k ≤ N − 2, and

B′j(x) =ω j

N−1∑

k=0

�Lk+1(x j)−LN (x j)
�
d−1

x Lk(x)−ω j

�L0(x j)−LN (x j)
�
. (3.11)

Since B̂ j(x) = e(x j−x)/2B j(x), 0 ≤ i, j ≤ N , we can use (3.11) and obtain representations

(3.8).

3.4. New well-conditioned Laguerre collocation methods for second-order

boundary value problems

Let r, s, f ∈ C(Λ). Consider the following boundary value problem:
� − d2

xu(x) + r(x)dxu(x) + s(x)u(x) = f (x) , x ∈ Λ ,

u(0) = u0 , u(x)→ 0 as x →∞ ,
(3.12)

where u0 is a constant.

3.4.1. Numerical scheme

Let {x i}Ni=0
be the set of LGR points. The collocation method for the problem (3.12) involves

finding a polynomial uN ∈ PN (Λ) that satisfies the equations

� − d2
x
uN (x i) + r(x i)dxuN (x i) + s(x i)uN (x i) = f (x i) , 1≤ i ≤ N ,

u(0) = u0 .
(3.13)

(a) The Laguerre-Lagrange collocation (LLCOL) scheme.

We represent the approximate solution of Eqs. (3.12) as the polynomial

uN (x) = u0ĥ0(x) +

N∑

j=1

uN (x j)ĥ j(x) ,

and substitute it into Eqs. (3.13) so that

(−D̂
(2)

in +Λr D̂
(1)

in +Λs)u = f− uB , (3.14)

Λr = diag
�
r(x1), r(x2), · · · , r(xN )

�
, Λs = diag

�
s(x1), s(x2), · · · , s(xN )

�
,

u=
�
uN (x1),uN (x2), · · · ,uN (xN )

�′
, f=

�
f (x1), f (x2), · · · , f (xN )

�′
,

uB = u0

�− ĥ′′0 (x1) + r(x i)ĥ
′
0(x1) ,−ĥ′′0 (x2) + r(x2)ĥ

′
0(x2), · · · ,−ĥ′′0 (xN ) + r(xN )ĥ

′
0(xN )

�′
.

(b) The Laguerre-Birkhoff collocation (LBCOL) scheme.

Approximate solutions of the problem (3.12) are sought as linear combinations of the

Birkhoff polynomials

uN (x) = u0B̂0(x) +

N∑

j=1

vN (x j)B̂ j(x) ,
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Table 4: Condition numbers of the systems (3.14).

γ = 1 γ = 5

β = 1 β = 2 β = 1 β = 2

N = 16 3.05E + 1 1.18E + 2 6.89E + 0 2.46E + 1

N = 32 1.13E + 2 4.47E + 2 2.33E + 1 9.04E + 1

N = 64 4.35E + 2 1.73E + 3 8.78E + 1 3.48E + 2

N = 128 1.71E + 3 6.84E + 3 3.43E + 2 1.36E + 3

N = 256 6.79E + 3 2.71E + 4 1.36E + 3 5.43E + 3

Table 5: Condition numbers of the systems (3.15).

γ= 1 γ = 5 γ= 10

β = 1 β = 2 β = 1 β = 2 β = 1 β = 2

N = 16 3.88 1.00 17.2 4.81 30.0 9.25

N = 32 3.97 1.00 19.2 4.95 36.8 9.79

N = 64 3.99 1.00 19.8 4.99 39.1 9.94

N = 128 4.00 1.00 19.9 5.00 39.8 9.98

N = 256 4.00 1.00 19.9 4.99 39.9 9.99

where vN (x j) = u′′N (x j)− (1/4)uN (x j), such that from (3.13) we have the form

�
−IN +Λr B̂

(1)

in +

�
Λs −

1

4

�
B̂in

�
v= f− vB , (3.15)

where v= (v(x1),v(x2), · · · ,v(xN ))
′.

3.4.2. Numerical results

If the solutions decay at infinity, a bounded interval can be chosen outside of which the so-

lutions are negligible and the corresponding collocation points play no meaningful role. On

the other hand, for solutions with non-negligible parts near the end of a bounded interval,

one cannot expect to obtain a very good approximation. This means that the performance

of the spectral methods in unbounded domains depends on whether we can find a suit-

able bounded interval and a set of collocation points where the largest is located near the

endpoint of the chosen interval. In such computations, one often makes a linear transfor-

mation y = β x [13, 14, 19, 20], and instead of the problem (3.12) proceed to solve the

related scaled form

¨ − β2d2
y
v(y) + β r(y)dyv(y) + s(y)v(y) = g(y) , y ∈ Λ ,

v(0) = u0 , v(y)→ 0 as y →∞ ,
(3.16)

where v(y) = u(β x), r(y) = r(β x), s(y) = (β x), g(y) = f (β x) and we write dy to denote

differentiation with respect to the scaled variable y.
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Figure 2: Comparison of maximum point-wise errors. Left: β = 1; Right: β = 2.

In our first example, we set r(x) = 0 and s(x) = γ in (3.12). Tables 4 and 5 show the

condition numbers for the above two approaches. One can see that the condition numbers

of the method (3.15) do not depend on N and do not produce round-off errors. It is also

notable that a suitable choice of parameter β can improve the condition numbers. Secondly,

we considered variable coefficients r(x) =
p

x , s(x) = ln(1 + x) with the test function

u(x) = (1 + x)−9/2. The graphs in Fig. 2 display the maximum point-wise errors for the

LBCOL and LLCOL schemes. These numerical simulations illustrate the convergence of the

collocation methods, the better stability of the method based on the Birkhoff interpolation

polynomials, and also that a suitable choice of the scaling factor can improve results.

4. Collocation Method Based on Hermite-Gauss Nodes

The Hermite orthogonal approximation and Hermite-Gauss interpolation has provided

satisfactory approximate solutions of problems defined on the real line [1,12,15,20,27,28].

In this section, we consider the Hermite collocation method based on Hermite-Gauss nodes.

4.1. Numerical observations

Let {h j(x)}Nj=0
be the Lagrange interpolating basis polynomials associated with the

Hermite-Gauss nodes {x j}Nj=0
that are zeros of the Hermite polynomial HN+1(x), and let

h̃ j(x) := e
(x2

j
−x2)/2

h j(x) .

The pseudospectral differentiation matrices are defined as

D̃
(k)

:=
�
d
(k)

i j

�
0≤i, j≤N

, d
(k)

i j
= h̃

(k)

j
(x i) .

In order to solve the eigenvalue problem

−u′′(x) = λu(x)
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Table 6: Condition numbers, maximum and minimum absolute values of eigenvalues of D̃
(2)

in
.

N Cond. Number Max|Eig| Min|Eig|
32 1.64E + 03 6.05E + 01 3.68E − 02

64 6.52E + 03 1.23E + 02 1.88E − 02

128 2.61E + 04 2.49E + 02 9.53E − 03

256 1.05E + 05 5.02E + 02 4.79E − 03

with boundary conditions decaying at the endpoints by the Hermite Lagrange collocation

method, one has to find the eigenvalues of the matrix −D̃
(2)

. Note that all eigenvalues

of −D̃
(2)

obtained in numerical simulations are real and negative, with the smallest and

largest eigenvalues shown in Table 6. One can also see that the largest eigenvalue grows

like N , and the smallest decreases like N−1, consistent with theoretical analysis [24].

4.2. Birkhoff-like interpolation based on Hermite-Gauss nodes

Let Ω := {x | −∞ < x <∞}, and let x i, i = 0,1, · · · , N be the Hermite-Gauss nodes.

We look for the new basis functions B̃ j(x) such that B̃ j(x) tends to zero as x tends to∞
and

B̃′′
j
(x i)− x2

i
B̃ j(x i) = δi j , 0≤ j ≤ N . (4.1)

Proposition 4.1. The Birkhoff interpolation basis functions {B̃ j(x)}Nj=0
that are defined by

the relations (4.1) for the Hermite-Gauss nodes x i , i = 0,1, · · · , N are

B̃ j(x) =

N−1∑

k=0

βk, j

2k+ 1
H̃k(x) , 0≤ j ≤ N , (4.2)

where βk, j denote the coefficients in the expansion for the function h̃ j(x), and H̃k(x) are defined

in (C.1).

Note that the formulas (4.2) directly follow from Eq. (C.2).

4.3. Hermite collocation methods for second-order boundary value problems

Let r, s, f ∈ C(Ω). Consider the following boundary value problem:
� − d2

xu(x) + r(x)dxu(x) + s(x)u(x) = f (x) , x ∈ Ω ,

u(x)→ 0 (|x | →∞) .
(4.3)

We introduce the set

P̃N (Ω) = span
�

H̃0(x), H̃1(x), · · · , H̃N (x)
	

.

The Lagrange collocation method for the problem (2.7) involves finding a polynomial uN ∈
P̃N (Ω) such that

−d2
x
uN (x i) + r(x i)dxuN (x i) + s(x i)uN (x i) = f (x i) , 0≤ i ≤ N . (4.4)
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(a) The Hermite-Lagrange collocation (HLCOL) scheme.

On representing the numerical solution as

uN (x) =

N∑

j=0

uN (x j)h̃ j(x)

and substituting this into Eq. (4.4), we obtain the system of linear algebraic equations

(−D̃
(2)
+Λr D̃

(1)
+Λs)u = f, (4.5)

D̃
(1)
(i, j) = h̃

′
j(x i) , D̃

(2)
(i, j) = h̃

′′
j (x i) , 0≤ i, j ≤ N ,

Λr = diag
�
r(x0), r(x1), · · · , r(xN )

�
, Λs = diag

�
s(x0), s(x1), · · · , s(xN )

�
,

u =
�
uN (x0),uN (x1), · · · ,uN (xN )

�′
, f=

�
f (x0), f (x1), · · · , f (xN )

�′
.

(b) The Hermite-Birkhoff collocation (HBCOL) method.

When the numerical solution is represented as

uN (x) =

N∑

j=0

vN (x j)B̃ j(x)

with vN (x j) := u′′N (x j)− x2
j
uN (x j), the corresponding system of linear algebraic equations

(4.4) becomes �− IN+1 +Λr B̃
(1)
+ (Λs −Λx2)B̃

�
v= f, (4.6)

where Λx2 = diag(x2
0
, x2

1
, · · · , x2

N
) and v = (vN (x1),vN (x2), · · · ,vN (xN ))

′. In the numerical

experiments, we use the transformation y = β x and instead of the problem (4.3) proceed

to solve the related scaled form

¨ − β2d2
yv(y) + β r(y)dyv(y) + s(y)v(y) = g(y) , y ∈ Ω ,

v(y)→ 0 (|y| →∞) ,
(4.7)

where v(y) = u(β x), r(y) = r(β x), s(y) = s(β x), g(y) = f (β x) and dy again denotes

differentiation with respect to the scaled variable y.

For example, we set r(x) = 0 and s(x) = (x2 − 1)/2 in (4.3). Tables 7 and 8 show

the condition numbers for the systems (4.5) and (4.6), and it is notable that the condition

numbers of (4.6) do not depend on N . Fig. 3 shows the maximum pointwise errors for the

HBCOL and HLCOL methods, on adopting the test function u(x) = (1+ x2)−9/2. One can

see that the HBCOL method is free of round-off errors even for a large number of colloca-

tion points, whereas the condition numbers of the HLCOL systems mildly grow. Again, an

appropriate choice of the parameter β produced better numerical results.
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Table 7: Condition numbers of s
heme (4.5).

N = 32 N = 64 N = 128 N = 256 N = 512

β = 1 2.96E + 2 5.98E + 2 1.20E + 3 2.43E + 3 4.89E + 3

β = 2 1.06E + 2 2.14E + 2 4.31E + 2 8.67E + 2 1.74E + 3

Table 8: Condition numbers of s
heme (4.6).

N = 32 N = 64 N = 128 N = 256 N = 512

β = 1 5.65 5.70 5.72 5.73 5.73

β = 2 2.27 2.28 2.29 2.29 2.29
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Figure 3: Comparison of maximum point-wise errors. Left: β = 1; Right: β = 2.

5. Concluding Remarks

New well-conditioned collocation methods have been considered. If minimal absolute

eigenvalues have constant behaviour, the approach of Wang et al. [23] rendered a new

Jacobi-Birkhoff collocation method that produces well-conditioned linear systems. How-

ever, since this method is not appropriate for unbounded domains, we introduced a new

basis to produce well-conditioned linear algebraic systems. The stability and high accuracy

of these methods were illustrated by some numerical simulations, and may also be applied

to problems involving higher order differential equations.

A. Jacobi Polynomials and Jacobi-Gauss-Lobatto Quadrature

In this section, we revisit Jacobi polynomials and Jacobi-Gauss-Lobatto quadratures.

Let P
(α,β)
n (x) (x ∈ [−1,1] and α,β > −1) be the normalised Jacobi polynomials of

the degree n — cf. Ref. [21]. According to the formulas (3.110) in Ref. [19], they can be
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generated by the three-term recurrence relations

P
α,β

k+1
(x) = (a

α,β

k
x − b

α,β

k
)P
α,β

k
(x)− c

α,β

k
P
α,β

k−1
(x) , k ≥ 1 ,

P
α,β
0
(x) = 1 , P

α,β
1
(x) =

1

2
(α+ β + 2)x +

1

2
(α− β) ,

where

a
α,β

k
=
(2k+α+ β + 1)(2k+ α+ β + 2)

2(k+ 1)(k+α+ β + 1)
,

b
α,β

k
=

(β2 −α2)(2k+α+ β + 1)

2(k + 1)(k+α+ β + 1)(2k+α+ β)
,

c
α,β

k
=

(k+α)(k + β)(2k+α+ β + 2)

(k + 1)(k +α+ β + 1)(2k+α+ β)
.

It is also well-known that these polynomials form a complete orthogonal system in L2
ωα,β (I)

— i.e. ∫ 1

−1

P
α,β

k
(x)P

α,β

l
(x)ωα,β(x)d x = γ

α,β

k
δkl , (A.1)

where γ
α,β

k
= ‖Pα,β

k
‖2
ωα,β . Moreover,

P
α,β

k
(x) = (−1)kP

β ,α

k
(−x) , P

α,β

k
(1) =

Γ (k +α+ 1)

k! Γ (α+ 1)
, (A.2)

and

P
α,β

k
(x) = A

α,β

k
dx P

α,β

k−1
(x) + B

α,β

k
dx P

α,β

k
(x) + C

α,β

k
dx P

α,β

k+1
(x) , k ≥ 1 , (A.3)

with

A
α,β

k
= − 2(k+α)(k + β)

(k+α+ β)(2k+α+ β)(2k+α+ β + 1)
, (A.4)

B
α,β

k
=

2(α− β)
(2k +α+ β)(2k+α+ β + 2)

, (A.5)

C
α,β

k
=

2(k+α+ β + 1)

(2k +α+ β + 1)(2k+α+ β + 2)
. (A.6)

If d−m
x , m > 0 denotes the integral operator

d−1
x u(x) :=

∫ x

−1

u(t) d t ,

d−m
x

u(x) := d−1
x

�
d−(m−1)

x
u(x)

�
, m ≥ 2 , (A.7)
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then (A.2) and (A.3) imply that

d−1
x P

α,β

k
(x) = A

α,β

k
P
α,β

k−1
(x) + B

α,β

k
P
α,β

k
(x) + C

α,β

k
P
α,β

k+1
(x)−H

α,β

k
, k ≥ 1 ,

d−1
x

P
α,β
0
(x) = x + 1 , (A.8)

where

H
α,β

k
=
�
A
α,β

k
P
α,β

k−1
(−1) + B

α,β

k
P
α,β

k
(−1) + C

α,β

k
P
α,β

k+1
(−1)

�

and the constants A
α,β

k
, B
α,β

k
and C

α,β

k
are defined in (A.4)-(A.6). In addition, one has

d−2
x P

α,β

k
(x) =A

α,β

k
A
α,β

k−1
P
α,β

k−2
(x) + (A

α,β

k
B
α,β

k−1
+ A

α,β

k
B
α,β

k
)P
α,β

k−1
(x)

+
�
A
α,β

k
C
α,β

k−1
+ (B

α,β

k
)2 + A

α,β

k+1
C
α,β

k

�
P
α,β

k
(x)

+ C
α,β

k
(B
α,β

k
+ B

α,β

k+1
)P
α,β

k+1
(x) + C

α,β

k
C
α,β

k+1
P
α,β

k+2
(x)

−H
α,β

k
x − (Aα,β

k
H
α,β

k−1
+ B

α,β

k
H
α,β

k
+ C

α,β

k
H
α,β

k+1
+H

α,β

k
) (A.9)

for k ≥ 2, and

d−2
x P

α,β

1
(x) =

(α+ β + 2)x3 + 3(α− β)x2 + 3(α− 3β − 2)x + (α− 5β − 4)

12
,

d−2
x P

α,β

0
(x) =

(1+ x)2

2
. (A.10)

Next, we consider the Jacobi-Gauss-Lobatto (JGL) points {x j}Nj=0
, x0 = −1, xN = 1 that are

the zeros of the polynomials (1− x2)dx P
α,β
N (x), and the quadrature weights

ω0 =
2α+β+1(β + 1)Γ 2(β + 1)(N − 1)!Γ (N +α+ 1)

Γ (N + β + 1)Γ (N +α+ β + 2)
, (A.11)

ωN =
2α+β+1(α+ 1)Γ 2(α+ 1)(N − 1)!Γ (N + β + 1)

Γ (N + α+ 1)Γ (N +α+ β + 2)
, (A.12)

ω j =
1

(1− x2
j
)2

G̃
α+1,β+1

N−2

[dx P
α+1,β+1

N−1
(x j)]

2
, 1≤ j ≤ N − 1 , (A.13)

where

G̃
α,β
N =

2α+β+1
Γ (N +α+ 2)Γ (N + β + 2)

(N + 1)!Γ (N +α+ β + 2)
.

Then ∫ 1

−1

φ(x)ω(x)d x =

N∑

j=0

φ(x j)ω j , (A.14)

for any φ ∈ P2N−1(I).
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B. Laguerre Functions and Laguerre-Gauss-Radau Quadrature

The Laguerre polynomials defined by

Lk(x) =
1

k!
ex dk

x (x
ke−x ) , k ≥ 0 , x ∈ Λ ,

satisfy the relations

Lk(0) = 1 ,

Lk(x) = dxLk(x)− dxLk+1(x) , k ≥ 0 , (B.1)

− xdxLk(x) = kLk−1(x)− kLk(x) , k ≥ 1 , (B.2)

and are orthogonal with the weight function e−x [19,21]— i.e.
∫

Λ

Lk(x)Ll(x)e
−x d x = δkl . (B.3)

We also define the corresponding Laguerre function as

L̂k(x) = e−
x
2Lk(x) , k ≥ 0 , (B.4)

consider the Laguerre-Gauss-Radau nodes {x j}Nj=0
that are the zeros of the polynomials

xdxLN+1(x), and define the Christoffel numbers

ω j =
1

(N + 1)L 2
N
(x j)

, 0≤ j ≤ N .

According to formulas (7.33) of Ref. [19], for any p ∈ P2N the relation

∫

Λ

p(x)e−x d x =

N∑

j=0

p(x j)ω j (B.5)

holds. If d−m
x

and d̂
−m

x
, m> 0 denote the operators

d−1
x Lk(x) :=

∫ x

0

Lk(t) d t , d−2
x Lk(x) := d−1

x

�
d−1

x Lk(x)
�

,

d̂
−1

x L̂k(x) := e−
x
2 d−1

x Lk(x) , d̂
−2

x L̂k(x) := e−
x
2 d−2

x Lk(x) , (B.6)

then (B.1) implies

d−1
x Lk(x) =Lk(x)−Lk+1(x) ,

d−2
x
Lk(x) =Lk(x)− 2Lk+1(x) +Lk+2(x) . (B.7)

Similarly,

d̂
−1

x
L̂k(x) = L̂k(x)− L̂k+1(x) ,

d̂
−2

x
L̂k(x) = L̂k(x)− 2L̂k+1(x) + L̂k+2(x) . (B.8)
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C. Hermite Functions

Let Ω= (−∞,∞). The Hermite polynomials are defined by

Hk(x) := (−1)kex2

dk
x(e
−x2

) , k ≥ 0 , x ∈ Ω .

The Hermite functions are defined by

H̃k(x) :=
1

π
1
4

p
2kk!

e−x2/2 Hk(x) , k ≥ 0 , (C.1)

and satisfy the differential equation

H̃ ′′k (x) + (2k+ 1− x2)H̃k(x) = 0 , k ≥ 0 . (C.2)
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