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#### Abstract

We study a relaxation dynamics of the kinetic thermodynamic Cuc-ker-Smale (TCS) model under the effect of potential force field. For this, we present a sufficient framework on the emergence of a periodically rotating onepoint cluster to the TCS model with a harmonic potential force. In the presence of external potential force, large-time behavior of the kinetic TCS model is completely different from that of the kinetic TCS model without an external force. For the relaxation toward the periodic motion in thermo-mechanical observables, we use dynamical systems theory such as the Lyapunov functional approach, method of characteristics and continuity argument. First, we derive the exponential decay estimate for the Lyapunov functionals of thermo-mechanical observables for the kinetic density $f$ with a compact support. Second, we show that the supports of $f$ in $(x, v, \theta)$ shrink to a periodically rotating one-point cluster exponentially fast. Our sufficient framework is formulated in terms of initial configuration, coupling strengths and communication weight functions.
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## 1 Introduction

The purpose of this paper is to continue previous studies in [7] on the formation of one-point cluster in the thermodynamic Cucker-Smale ensemble under the effect of a harmonic potential field. Collective behaviors of many-body systems are often observed in nature, to name a few, aggregation of bacteria [25], flashing of fireflies [3,27], flocking of birds [26], schooling of fish [11,22,24] and synchronous firing of pacemaker cells [21], etc. For the brief introduction of the subject, we refer to survey articles $[1,2,20]$. To provide a realistic model for the collective behaviors of active particles, we need to introduce a dynamical system taking into account not only interactions between mechanical observables (position and velocity) but also extra interactions due to the internal observables such as temperature and spins, etc. As a first step toward the realistic flocking modeling of active particles, Ha and Ruggeri introduced a generalized CuckerSmale model [18] for thermo-mechanical ensemble, so called the thermodynamic Cucker-Smale model. In this work, we further investigate the effect of an external potential force field on the emergent dynamics of the thermodynamic CuckerSmale ensemble.

Let $x_{\alpha}, v_{\alpha}$ and $\theta_{\alpha}$ be the position, velocity and temperature of the $\alpha$-th TCS particle, respectively. Then, their temporal dynamics is governed by the Cauchy problem to the following (particle) TCS model:

$$
\left\{\begin{align*}
& \frac{d x_{\alpha}}{d t}=v_{\alpha}, \quad t>0, \quad \alpha \in[N]:=\{1, \ldots, N\}  \tag{1.1}\\
& \frac{d v_{\alpha}}{d t}=\frac{\kappa_{1}}{N} \sum_{\beta=1}^{N} \psi\left(\left|x_{\alpha}-x_{\beta}\right|\right)\left(\frac{v_{\beta}-\bar{v}}{\theta_{\beta}}-\frac{v_{\alpha}-\bar{v}}{\theta_{\alpha}}\right)-\nabla_{x_{\alpha}} U\left(x_{\alpha}\right), \\
& \frac{d}{d t}\left(\theta_{\alpha}+\frac{1}{2}\left|v_{\alpha}\right|^{2}\right)= \frac{\kappa_{2}}{N} \sum_{\beta=1}^{N} \zeta\left(\left|x_{\alpha}-x_{\beta}\right|\right)\left(\frac{1}{\theta_{\alpha}}-\frac{1}{\theta_{\beta}}\right) \\
&+\frac{\kappa_{1}}{N} \sum_{\beta=1}^{N} \psi\left(\left|x_{\alpha}-x_{\beta}\right|\right)\left(\frac{v_{\beta}-\bar{v}}{\theta_{\beta}}-\frac{v_{\alpha}-\bar{v}}{\theta_{\alpha}}\right) \cdot \bar{v},
\end{align*}\right.
$$

subject to initial data

$$
\left(x_{\alpha}, v_{\alpha}, \theta_{\alpha}\right)(0)=\left(x_{\alpha}^{0}, v_{\alpha}^{0}, \theta_{\alpha}^{0}\right),
$$

where $\kappa_{1}$ and $\kappa_{2}$ denote nonnegative coupling strengths, and the ensemble averages $(\bar{x}, \bar{v})$ are given as follows:

$$
\begin{equation*}
\bar{x}:=\frac{1}{N} \sum_{\alpha=1}^{N} x_{\alpha}, \quad \bar{v}:=\frac{1}{N} \sum_{\alpha=1}^{N} v_{\alpha} . \tag{1.2}
\end{equation*}
$$

Here $|\cdot|$ denotes the standard $\ell^{2}$-norm in $\mathbb{R}^{d}$. We assume that the communication weight functions $\psi$ and $\zeta$ are nonnegative and Lipschitz continuous functions such that

$$
\left\{\begin{array}{lll}
0 \leq \psi(r) \leq \psi(0)=1, & 0 \leq \zeta(r) \leq \zeta(0)=1, & r \geq 0 \\
\left(\psi\left(r_{2}\right)-\psi\left(r_{1}\right)\right)\left(r_{2}-r_{1}\right) \leq 0, & \left(\zeta\left(r_{2}\right)-\zeta\left(r_{1}\right)\right)\left(r_{2}-r_{1}\right) \leq 0, & r_{1}, r_{2} \geq 0
\end{array}\right.
$$

In this paper, we consider a mesoscopic regime in which the number of particles $N$ is sufficiently large so that the dynamics of (1.1) can be well approximated by one-particle distribution function. To set the stage, we also assume that $U(x)=$ $|x|^{2} / 2$ as a potential for an external force. In this regime, the dynamics of the TCS model with $N \gg 1$ can be effectively approximated by the corresponding mean-field kinetic model. More precisely, let $f=f(t, x, v, \theta)$ be the one-particle distribution function at position $x$, with velocity $v$, temperature $\theta$, and at time $t \geq 0$. For simplicity, we set

$$
\Omega:=\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}_{+}, \quad z:=(x, v, \theta) \in \Omega .
$$

Then, the mean-field kinetic equation can be formally derived using the BBGKY hierarchy argument in [19] and rigorously justified using the particle-in-cell method as in [17]. In this situation, the dynamics of the kinetic density $f$ with the unit mass is governed by the following Cauchy problem:

$$
\left\{\begin{align*}
& \partial_{t} f+\nabla_{x} \cdot(v f)+\nabla_{v} \cdot(\mathcal{F}[f] f)+\partial_{\theta}(\mathcal{G}[f] f)=0, \quad t>0, \quad z \in \Omega  \tag{1.3a}\\
& \mathcal{F}[f]:=-\kappa_{1} \int_{\Omega} \psi\left(\left|x-x_{*}\right|\right)\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} d z_{*}-x, \\
& \mathcal{G}[f]:= \kappa_{1} \int_{\Omega} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{\mathcal{C}}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} d z_{*} \\
&+\kappa_{2} \int_{\Omega} \zeta\left(\left|x-x_{*}\right|\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} d z_{*}+x \cdot v \\
& f(0, z)= f^{0}(z), \quad\left\|f^{0}\right\|_{L^{1}}=1
\end{align*}\right.
$$

where we used a handy notation $f=f(t, z), f_{*}=f\left(t, z_{*}\right)$ and $v_{c}:=\int_{\Omega} v f d z$.
The kinetic model (1.3) bridges particle description and hydrodynamic description on the emergent dynamics of the CS ensemble as an intermediate description, and it has been extensively investigated by many authors from various point of views, e.g., classical solutions [6,19], measure-valued solutions and mean-field limit [4,8-10,12,14,16,17], emergent dynamics [7,15,18]. We also refer
to $[5,13,23]$ for the hydrodynamic CS model with an external convex potential force. In this paper, we address the following simple question:
(Q): Under what conditions on initial configuration and system parameters, can we rigorously verify the formation of periodically rotating one-point cluster for the kinetic model (1.3)?

The purpose of this paper is to exploit the above question from the analytic point of views, i.e., we derive a sufficient framework leading to the formation of one-point cluster to the kinetic model (1.3). In the absence of external forcing, i.e., $U \equiv 0$, the Cauchy problem admits the conservation of linear momentum so that state tends to a translational motion with a fixed velocity (initial average velocity $\left.v_{c}(0)\right)$. In this case, many researchers showed the emergence of local and global flocking behaviors by lifting the results for the particle model to the corresponding kinetic model using dynamical systems theory such as Lyapunov functional approach, method of characteristics and continuity argument to derive the longtime flocking behaviors. In contrast, when the CS ensemble is under the effect of an external harmonic potential field $-\nabla_{x}\left(|x|^{2} / 2\right)=-x$, this momentum conservation law breaks down. In fact, the average mechanical observables ( $x_{c}, v_{c}$ ) are not translational motion any more, but in fact, they satisfy the harmonic oscillator motion (periodic motion). See Lemma 2.1.

The novelty of this paper is to provide an explicit framework in which mechanical observables relax to the harmonic oscillator motion, while the temperature field relaxes to the average temperature which is periodic too. More specifically, our main results are concerned with uniform bounds and decay properties of diameters of thermo-mechanical observables associated with the compactly supported density $f$ for (1.3) under suitable framework in terms of initial configuration and system parameters. We list the sufficient framework leading to the asymptotic convergence toward periodic motion in position-velocity and relaxation of temperature field toward the average temperature to the kinetic TCS model (1.3) in Section 3.1. Let $\Omega_{\theta}(f, 0)$ be the projected support in temperature variable (see (1.5)). If $\min \Omega_{\theta}(f, 0)$ is positive, the local existence of a solution will be guaranteed by the continuity argument. To ensure a global existence of a solution, we have to guarantee that the temperature support has a positive lower bound for all time $t$. For the well-prepared initial configuration, suitably selected communication functions and coupling strengths ((3.2), (3.4) and (3.6)), we make an ansatz that the temperature support has a positive lower bound in a small-time interval $[0, \tau]$ (see (3.3)). We also assume that the projected support of $f$ in position and velocity variables are bounded in another small-time interval $\left[0, \tau^{*}\right] \subseteq[0, \tau]$ (see (3.5)). Then we derive an exponential decay result for the functional measuring variances of the position and velocity (see Proposition 4.1). We use this result
and continuity argument to conclude the concentration of mechanical variables in $[0, \tau]$ (see Proposition 4.2), and close the ansatz (3.5). To derive the concentration of temperature variable (see Proposition 5.2) and close the ansatz (3.3), an exponential decay result for the functional measuring the variance of the temperature is needed (see Proposition 5.1). Finally, we extend all the results in $[0, \tau]$ to $[0, \infty)$ (see Theorem 3.1) using the continuity argument and exponential decay properties.

The rest of this paper is organized as follows. In Section 2, we briefly discuss mean-field limit from the particle TCS model (1.1) to the kinetic TCS model (1.3) in the presence of harmonic potential field, and then we study a priori estimates for the kinetic model (1.3). In Section 3, we briefly list a sufficient framework leading to the periodically rotating one-point cluster and describe our main result without a proof. In Section 4 and Section 5, we prove the pointwise exponential concentration properties for the thermo-mechanical observables for the compactly supported density $f$. In Section 6 , we provide a proof of main result. Finally, Section 7 is devoted to a brief summary of this paper.
Gallery of Notation: We set

$$
\begin{array}{llll}
X=\left(x_{1}, \cdots, x_{N}\right), & V=\left(v_{1}, \cdots, v_{N}\right), & \Theta=\left(\theta_{1}, \cdots, \theta_{N}\right), & z=(x, v, \theta), \\
Z=(X, V, \Theta), & \Omega:=\mathbb{R}^{2 d} \times \mathbb{R}_{+}, & \theta_{m}^{0}=\min _{\alpha} \theta_{\alpha}^{0} & \theta_{M}^{0}=\max _{\alpha} \theta_{\alpha}^{0} \\
d[X]=\max _{\alpha, \beta}\left|x_{\alpha}-x_{\beta}\right|, & d[V]=\max _{\alpha, \beta}\left|v_{\alpha}-v_{\beta}\right|, & d[\Theta]=\max _{\alpha, \beta}\left|\theta_{\alpha}-\theta_{\beta}\right| .
\end{array}
$$

Let $f=f(t, z)$ be a one-particle distribution function at $z$ and at time $t$ with unit mass. Then, we set

$$
\begin{equation*}
x_{c}:=\int_{\Omega} x f d z, \quad v_{c}:=\int_{\Omega} v f d z, \quad \theta_{c}:=\int_{\Omega} \theta f d z \tag{1.4}
\end{equation*}
$$

and define diameter functions in $x, v$ and $\theta$

$$
\begin{aligned}
& d_{x}[f]:=\max \left\{\left|x-x_{*}\right|:(x, v, \theta), \quad\left(x_{*}, v_{*}, \theta_{*}\right) \in \operatorname{spt}(f)\right\}, \\
& d_{v}[f]:=\max \left\{\left|v-v_{*}\right|:(x, v, \theta),\left(x_{*}, v_{*}, \theta_{*}\right) \in \operatorname{spt}(f)\right\}, \\
& d_{\theta}[f]:=\max \left\{\left|\theta-\theta_{*}\right|:(x, v, \theta),\left(x_{*}, v_{*}, \theta_{*}\right) \in \operatorname{spt}(f)\right\},
\end{aligned}
$$

and projected supports:

$$
\begin{align*}
& \Omega_{x}(f, t):=\overline{\left\{x \in \mathbb{R}^{d} \mid f(t, x, v, \theta) \neq 0\right\}}, \\
& \Omega_{v}(f, t):=\overline{\left\{v \in \mathbb{R}^{d} \mid f(t, x, v, \theta) \neq 0\right\}},  \tag{1.5}\\
& \Omega_{\theta}(f, t):=\overline{\left\{\theta \in \mathbb{R}_{+} \mid f(t, x, v, \theta) \neq 0\right\}} .
\end{align*}
$$

Let $B_{R}(z)$ be the open ball with center $z$ with radius $R,|\cdot|_{p}$ be the $\ell^{p}$-norm in $\mathbb{R}^{d}$.

## 2 Preliminaries

In this section, we briefly review the mean-field limit from the TCS model (1.1) to the corresponding kinetic TCS model (1.3) in the presence of a harmonic potential field, and present basic estimates for the kinetic TCS model.

### 2.1 The TCS model

Here, we recall several basic properties of the TCS model and briefly discuss the mean-field limit from the TCS model to the kinetic TCS model following the systematic procedure in [14]. For a given particle configuration $\left\{\left(x_{\alpha}, v_{\alpha}, T_{\alpha}\right)\right\}$, we set

$$
\mathcal{E}:=\sum_{\alpha=1}^{n}\left(T_{\alpha}+\frac{1}{2}\left|v_{\alpha}\right|^{2}\right)
$$

As in [7], one has the temporal evolution of the above functional.
Lemma 2.1 ([7]). For $\tau \in(0, \infty]$, let $\left\{\left(x_{\alpha}, v_{\alpha}, \theta_{\alpha}\right)\right\}$ be a smooth solution to (1.1) in a timeinterval $[0, \tau)$ with the initial data satisfying

$$
|\bar{x}(0)|<\infty, \quad|\bar{v}(0)|<\infty \quad \text { and } \quad \mathcal{E}(0)<\infty .
$$

Then, the following estimates hold:

1. The averaged position $\bar{x}$ and velocity $\bar{v}$ in (1.2) take the following explicit formulas:

$$
\left\{\begin{array}{l}
\bar{x}(t)=\bar{x}(0) \cos t+\bar{v}(0) \sin t, \quad t \in[0, \tau) \\
\bar{v}(t)=-\bar{x}(0) \sin t+\bar{v}(0) \cos t
\end{array}\right.
$$

2. The total energy satisfies

$$
\mathcal{E}(t)=\mathcal{E}(0), \quad t \in(0, \tau)
$$

Remark 2.1. Note that if we assume $\bar{x}(0)=0$ and $\bar{v}(0)=0$, one has

$$
\bar{x}(t)=0, \quad \bar{v}(t)=0, \quad t \geq 0
$$

Next, we discuss the mean-field limit of system (1.1). Most analysis can be treated exactly in a similar manner as in [14] except for additional terms due to the external potential force field. Since our main concern is not a mean-field limit here, we are not going to delve into details of the mean-field limit, but we instead
delineate procedures step by step following [14] without excessive details. For the model (1.1), note that the temperature field is coupled with velocity field so that emergent analysis is pretty messy. Although the mean-field limit can be done for the full model, for the simplicity of presentation, we will consider the simplified TCS model in a harmonic potential field by setting the center of mass to zero. In this setting, the temporal evolution of the temperature field can be completely decoupled from that of velocity field

$$
\left\{\begin{array}{l}
\frac{d x_{\alpha}}{d t}=v_{\alpha}, \quad t>0, \quad \alpha \in[N]  \tag{2.1a}\\
\frac{d v_{\alpha}}{d t}=\frac{\kappa_{1}}{N} \sum_{\beta=1}^{N} \psi_{\alpha \beta}\left(\frac{v_{\beta}}{\theta_{\beta}}-\frac{v_{\alpha}}{\theta_{\alpha}}\right)-x_{\alpha} \\
\frac{d \theta_{\alpha}}{d t}=\frac{\kappa_{2}}{N} \sum_{\beta=1}^{N} \zeta_{\alpha \beta}\left(\frac{1}{\theta_{\alpha}}-\frac{1}{\theta_{\beta}}\right), \\
\bar{x}(t)=0, \quad \bar{v}(t)=0 .
\end{array}\right.
$$

Then, the mean-field limit from the simplified TCS model (2.1) to the corresponding kinetic model

$$
\left\{\begin{array}{l}
\partial_{t} f+\nabla_{x} \cdot(v f)+\nabla_{v} \cdot(\mathcal{F}[f] f)+\partial_{\theta}(\mathcal{G}[f] f)=0, \quad t>0, \quad z \in \Omega,  \tag{2.2}\\
\mathcal{F}[f]:=-\kappa_{1} \int_{\Omega} \psi\left(\left|x-x_{*}\right|\right)\left(\frac{v}{\theta}-\frac{v_{*}}{\theta_{*}}\right) f_{*} d z_{*}-x, \\
\mathcal{G}[f]:=\kappa_{2} \int_{\Omega} \zeta\left(\left|x-x_{*}\right|\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} d z_{*}, \\
\int_{\Omega} x f d z=\int_{\Omega} v f d z=0, \quad\left\|f^{0}\right\|_{L^{1}}=1
\end{array}\right.
$$

can be performed in the following three steps:
Step A. (Exponential flocking). For positive constants $\Gamma>0$ and $\kappa_{1}>0$, we define a set of admissible initial configurations

$$
\begin{aligned}
\mathcal{A}\left(\Gamma, \kappa_{1}\right):=\{ & Z^{0} \in \mathbb{R}^{(2 d+1) N}:\left|X^{0}\right| \leq \Gamma,\left|V^{0}\right| \leq \Gamma \\
& \left.\frac{\sqrt{8\left(\theta_{m}^{0}\right)^{2}+2\left(d\left(\Theta^{0}\right)^{2}\right.}}{\left(\theta_{m}^{0}\right)^{2}} \leq \frac{1}{\kappa_{1}}, 0<\frac{\psi(3 \sqrt{2} \Gamma)}{\theta_{M}^{0}}-\frac{d\left(\Theta^{0}\right)}{2\left(\theta_{m}^{0}\right)^{2}}<\frac{1}{\kappa_{1}}\right\},
\end{aligned}
$$

where $|\cdot|$ is the standard $\ell^{2}$-norm in $\mathbb{R}^{d}$.

Let $Z$ be a global solution to (2.1) with the initial data $Z^{0} \in \mathcal{A}\left(\Gamma, \kappa_{1}\right)$. Then one-point cluster emerges exponentially fast, which can be proved by the same arguments in [7]

$$
\begin{align*}
& d[X(t)] \leq 4 \sqrt{\left|X^{0}\right|^{2}+\left|V^{0}\right|^{2}} e^{-\frac{1}{12} \kappa_{1} v t}, \\
& d[V(t)] \leq 4 \sqrt{\left|X^{0}\right|^{2}+\left|V^{0}\right|^{2}} e^{-\frac{1}{12} \kappa_{1} v t}  \tag{2.3}\\
& d[\Theta(t)] \leq \sqrt{2} d\left(\Theta^{0}\right) \exp \left[-\kappa_{2} \frac{\zeta(3 \sqrt{2} \Gamma)}{\left(\theta_{M}^{0}\right)^{2}} t\right] \quad \text { as } \quad t \rightarrow \infty,
\end{align*}
$$

where

$$
v:=\frac{2 \psi(3 \sqrt{2} \Gamma)}{\theta_{M}^{0}}-\frac{d\left(\Theta^{0}\right)}{\left(\theta_{m}^{0}\right)^{2}}
$$

The exponential decay estimates (2.3) will be used to verify the existence of mea-sure-values solutions to the kinetic TCS model in the whole-time interval (see Step C).
Step B. (Uniform-in-time stability). For $p, q \in[1, \infty)$, let $Z$ and $\tilde{Z}$ be two global solutions to (2.1) with the initial data $Z^{0}$ and $\tilde{Z}^{0}$

$$
Z^{0} \in \mathcal{A}\left(\Gamma, \kappa_{1}\right), \quad \tilde{Z}^{0} \in \mathcal{A}\left(\Gamma, \kappa_{1}\right), \quad \bar{x}(0)=0, \quad \bar{v}(0)=0, \quad \bar{x}(0)=0, \quad \overline{\tilde{v}}(0)=0
$$

Then the uniform-in-time stability estimate holds, i.e., there exists a positive constant $G$ independent of $t$ such that

$$
\begin{equation*}
\sup _{0 \leq t<\infty} d_{p, q}(Z(t), \tilde{Z}(t)) \leq G d_{p, q}\left(Z^{0}, \tilde{Z}^{0}\right) \tag{2.4}
\end{equation*}
$$

where the metric $d_{p, q}$ is defined as follows: for $Z=(X, V, \Theta)$ and $\tilde{Z}=(\tilde{X}, \tilde{V}, \tilde{\Theta})$,

$$
d_{p, q}(Z, \tilde{Z}):=\left(\sum_{\alpha=1}^{N}\left|x_{\alpha}-\tilde{x}_{\alpha}\right|_{p}^{q}\right)^{\frac{1}{q}}+\left(\sum_{\alpha=1}^{N}\left|v_{\alpha}-\tilde{v}_{\alpha}\right|_{p}^{q}\right)^{\frac{1}{q}}+\left(\sum_{\alpha=1}^{N}\left|\theta_{\alpha}-\tilde{\theta}_{\alpha}\right|^{q}\right)^{\frac{1}{q}}
$$

The derivation of the uniform stability estimate (2.4) is based on the $\ell^{p}$-estimates of the variables $(X, V, \Theta)$ and the Grönwall type inequalities. Compared to the model in [14], we have only additional external potential term $x_{\alpha}$ on the righthand side of (2.1b). Following the proofs of [14, Lemmas 5.2,5.3], we get additional term $|X-\tilde{X}|_{p}$, which decays to zero exponentially fast. So we can derive the Grönwall type inequalities and get the uniform stability estimate (2.4).

Step C. (Uniform mean-field limit). We use estimates (2.3) and (2.4) to derive the global existence and asymptotic behavior of measure-valued solutions to (2.2). First, we recall Wasserstein metric $W_{p, q}(\mu, v)$ in the following definition.
Definition 2.1. For $p \in[1, \infty], q \in[1, \infty)$, let $\mathcal{P}_{q}\left(\mathbb{R}^{2 d}\right)$ be a collection of all probability measures with finite $q$-th moment: for some $z_{0} \in \mathbb{R}^{2 d}$

$$
\left.\langle\mu,| z-\left.z_{0}\right|_{p} ^{q}\right\rangle<+\infty .
$$

Then, Wasserstein $(p, q)$-metric $W_{p, q}(\mu, v)$ is defined for any $\mu, v \in \mathcal{P}_{q}\left(\mathbb{R}^{2 d}\right)$ as

$$
W_{p, q}^{q}(\mu, v):=\inf _{\gamma \in \Gamma(\mu, v)} \int_{\mathbb{R}^{2 d} \times \mathbb{R}^{2 d}}\left|z-z^{*}\right|_{p}^{q} d \gamma\left(z, z^{*}\right), \quad W_{q}(\mu, v):=W_{q, q}(\mu, v),
$$

where $\Gamma(\mu, v)$ denotes the collection of all probability measures on $\mathbb{R}^{2 d} \times \mathbb{R}^{2 d}$ with marginals $\mu$ and $\nu$.

Suppose the initial probability measure $\mu_{0} \in \mathcal{P}\left(\mathbb{R}^{2 d} \times \mathbb{R}_{+}\right)$has a compact support in all variables and zero mean in spatial and velocity variables. Then, the following assertions hold for $p, q \in[1, \infty]$ :

1. There exists a unique measure-valued solution $\mu \in L^{\infty}\left([0, \infty) ; \mathcal{P}\left(\mathbb{R}^{2 d} \times \mathbb{R}_{+}\right)\right)$ to (2.2) such that $\mu_{t} \in \mathcal{P}\left(\mathbb{R}^{2 d} \times \mathbb{R}_{+}\right)$can be approximated by empirical measure $\mu_{t}^{N}$ in Wasserstein- $(q, p)$ distance uniformly in time

$$
\begin{equation*}
\varlimsup_{N \rightarrow+\infty} \sup _{t \in[0,+\infty)} W_{q, p}\left(\mu_{t}^{n}, \mu_{t}\right)=0 \tag{2.5}
\end{equation*}
$$

2. Moreover, if $v \in L^{\infty}\left([0, \infty) ; \mathcal{P}\left(\mathbb{R}^{2 d} \times \mathbb{R}_{+}\right)\right)$is another measure-valued solution to (2.2) with the initial datum $v_{0}$ with compact support, zero mean velocity and finite moments and the same initial condition on support with $\mu_{0}$, then there exists a nonnegative constant $\bar{G}$ independent of $t$ such that

$$
\begin{equation*}
\sup _{0 \leq t<\infty} W_{q, p}\left(\mu_{t}, v_{t}\right) \leq \bar{G} W_{q, p}\left(\mu_{0}, v_{0}\right) \tag{2.6}
\end{equation*}
$$

Similar to [14], as a direct corollary of two assertions (2.5) and (2.6), one can also obtain the flocking estimate of the measure-valued solution whose existence is guaranteed by Step A

$$
\begin{aligned}
& \left(\int_{\Omega}\|x\|_{q}^{p} d \mu_{t}\right)^{\frac{1}{p}}+\left(\int_{\Omega}\|v\|_{q}^{p} d \mu_{t}\right)^{\frac{1}{p}} \\
\leq & C e^{-\frac{1}{12} \kappa_{1} v t}\left[\left(\int_{\Omega}\|x\|_{q}^{p} d \mu_{0}\right)^{\frac{1}{p}}+\left(\int_{\Omega}\|v\|_{q}^{p} d \mu_{0}\right)^{\frac{1}{p}}\right]
\end{aligned}
$$

where $C$ is a positive constant independent of $t$.

### 2.2 The kinetic TCS model

In this subsection, we study several properties of (1.3).
Lemma 2.2. Let $f$ be a global classical solution to system (1.3) which decays to zero sufficiently fast at infinity. Then, the following assertions hold:

1. The total mass of $f$ is conserved

$$
\begin{equation*}
\int_{\Omega} f(t, z) d z=\int_{\Omega} f^{0}(z) d z, \quad t \geq 0 \tag{2.7}
\end{equation*}
$$

2. The total energy is conserved

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{\Omega} \theta f d z+\frac{1}{2} \int_{\Omega}|v|^{2} f d z\right)=0, \quad t>0 . \tag{2.8}
\end{equation*}
$$

3. The averages $x_{c}$ and $v_{c}$ defined by (1.4) are governed by the harmonic oscillator equations

$$
\left\{\begin{array}{l}
\dot{x}_{c}=v_{c}, \quad t>0,  \tag{2.9}\\
\dot{v}_{c}=-x_{c} .
\end{array}\right.
$$

Proof. The first and third assertions (2.7) and (2.9) can be verified easily. So we focus on the second assertion (2.8) on the energy conservation. First, we multiply $\theta$ to (1.3a) and integrate the resulting relation over $\Omega$ to find

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega} \theta f d z= & \kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f f_{*} d z_{*} d z  \tag{2.10}\\
& +\kappa_{2} \underbrace{\int_{\Omega^{2}} \zeta\left(\left|x-x_{*}\right|\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f f_{*} d z_{*} d z}_{=: \Delta}+\int_{\Omega} x \cdot v f d z \\
= & \kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f f_{*} d z_{*} d z \quad+\int_{\Omega} x \cdot v f d z
\end{align*}
$$

where we used the fact that

$$
\Delta=0 \quad \text { by the interchange transformation } \quad z \leftrightarrow z_{*} .
$$

Again, we use the fact that

$$
\int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f f_{*} d z_{*} d z=0
$$

to see

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\Omega}|v|^{2} f d z=\int_{\Omega} v \cdot \mathcal{F}[f] f d z  \tag{2.11}\\
= & -\kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right) v \cdot\left(\frac{v-v_{\mathcal{C}}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f f_{*} d z_{*} d z-\int_{\Omega} x \cdot v f d z \\
= & -\kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{\mathcal{C}}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f f_{*} d z_{*} d z-\int_{\Omega} x \cdot v f d z .
\end{align*}
$$

Finally, we combine (2.10) and (2.11) to obtain the desired estimate.
Remark 2.2. In the sequel, we comment on several ramifications by Lemma 2.2:

1. If we assume that initial total mass $\left\|f^{0}\right\|_{L^{1}}=1$, then, one has

$$
\|f(t, \cdot)\|_{L^{1}}=1, \quad t \geq 0
$$

2. The averages $\left(x_{c}, v_{c}\right)$ in (1.4) can be given by the following explicit formulas:

$$
x_{c}(t)=x_{c}(0) \cos t+v_{c}(0) \sin t, \quad v_{c}(t)=v_{c}(0) \cos t-x_{c}(0) \sin t
$$

These clearly imply the uniform boundedness of the averages

$$
\left|x_{c}(t)\right|^{2} \leq 2\left(\left|v_{c}(0)\right|^{2}+\left|x_{c}(0)\right|^{2}\right), \quad\left|v_{c}(t)\right|^{2} \leq 2\left(\left|v_{c}(0)\right|^{2}+\left|x_{c}(0)\right|^{2}\right) .
$$

3. Since

$$
\int_{\Omega}|v|^{2} f d z=\int_{\Omega}\left|v-v_{c}+v_{c}\right|^{2} f d z=\int_{\Omega}\left|v-v_{c}\right|^{2} f d z+\left|v_{c}\right|^{2}
$$

the energy conservation law (2.8) can be written as

$$
\frac{d}{d t}\left(\theta_{c}+\frac{1}{2} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z+\frac{1}{2}\left|v_{c}\right|^{2}\right)=0 .
$$

This means that

$$
\begin{aligned}
\theta_{c}(t)= & \theta_{c}(0)+\frac{1}{2}\left|v_{c}(0)\right|^{2}+\frac{1}{2} \int_{\Omega}\left|v-v_{c}(0)\right|^{2} f^{0} d z \\
& -\frac{1}{2}\left|v_{c}(t)\right|^{2}-\frac{1}{2} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z
\end{aligned}
$$

Before we close this section, we present a Grönwall's type lemma to be used later.

Lemma 2.3 ([7]). Let $y:(0, \infty) \rightarrow \mathbb{R}$ be a nonnegative Lipschitz function satisfying

$$
\left\{\begin{array}{l}
y^{\prime} \leq-c_{1} y+c_{2} e^{-c_{3} t}, \quad \text { a.e. } \quad t>0 \\
y(0)=y^{0}
\end{array}\right.
$$

where $c_{1}, c_{2}$ and $c_{3}$ are positive constants. Then, one has

$$
y(t) \leq y^{0} e^{-c_{1} t}+\frac{c_{2}}{c_{1}-c_{3}}\left(e^{-c_{3} t}-e^{-c_{1} t}\right), \quad t \geq 0
$$

## 3 Description of framework and main result

In this section, we list our sufficient framework for emergent dynamics of (1.3) and state the main result. For this, we first recall a concept on the emergence of periodically rotating one-point cluster as follows.

Definition 3.1. Let $f=f(t, z)$ be a solution to (1.3). Then the kinetic model exhibits the emergence of periodically rotating one-point cluster asymptotically, if the following conditions hold:

1. The averaged state $\left(x_{c}, v_{c}, \theta_{c}\right)$ defined by (1.4) for thermo-mechanical observables is periodic.
2. The time-dependent supports in $z=(x, v, \theta)$ shrink asymptotically to the averaged state $\left(x_{c}, v_{c}, \theta_{c}\right)$

$$
\begin{aligned}
& \lim _{t \rightarrow \infty}\left(\left|x-x_{c}(t)\right|+\left|v-v_{c}(t)\right|+\left|\theta-\theta_{c}(t)\right|\right)=0, \\
& \forall(x, v, \theta) \in \Omega_{x}(f, t) \times \Omega_{v}(f, t) \times \Omega_{\theta}(f, t) .
\end{aligned}
$$

In what follows, we list our sufficient framework on the emergence of periodically rotating one-point cluster and provide our main result whose proof will be devoted to the following three sections.

### 3.1 The framework

For positive constants $\varepsilon_{0}>0$ and $R>0$, initial kinetic density $f^{0}$ with unit mass, we first introduce several notations

$$
\begin{equation*}
\left(x_{c}^{0}, v_{c}^{0}, \theta_{c}^{0}\right):=\left(x_{c}(0), v_{c}(0), \theta_{c}(0)\right), \quad\left|\omega_{c}^{0}\right|:=\sqrt{\left|x_{c}^{0}\right|^{2}+\left|v_{c}^{0}\right|^{2}} \tag{3.1a}
\end{equation*}
$$

$$
\begin{array}{ll}
\mathcal{V}_{\omega}[f]:=\int_{\Omega}\left(\left|x-x_{c}\right|^{2}+\left|v-v_{c}\right|^{2}\right) f d z, & \mathcal{V}_{\theta}[f]:=\int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z \\
\mathcal{V}_{\omega}^{0}:=\mathcal{V}_{\omega}\left[f^{0}\right], & \mathcal{V}_{\theta}^{0}:=\mathcal{V}_{\theta}\left[f^{0}\right] \\
M:=\frac{48}{\zeta(R)} \frac{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}, & K:=\frac{192}{\psi(R)} \frac{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)} \tag{3.1d}
\end{array}
$$

Now we state the sufficient framework $(\mathcal{F})$ as follows:
$\left(\mathcal{F}_{A}\right)$ The diameter function in initial temperature and $\theta_{c}^{0}$ satisfy

$$
\begin{equation*}
d_{\theta}\left[f^{0}\right]<\frac{\varepsilon_{0}}{2 \sqrt{M}}, \quad \theta_{c}^{0} \gg \varepsilon_{0} \tag{3.2}
\end{equation*}
$$

Then it is easy to see that the initial temperature support is highly concentrated around $\theta_{c}^{0}$ and away from zero

$$
\Omega_{\theta}(f, 0) \subseteq\left(\theta_{c}^{0}-\frac{\varepsilon_{0}}{2 \sqrt{M}}, \quad \theta_{c}^{0}+\frac{\varepsilon_{0}}{2 \sqrt{M}}\right)
$$

Based on the assumption of the initial temperature support, we make an ansatz for temperature variable: there exists $\tau>0$ such that

$$
\begin{equation*}
\theta_{c}^{0}-\varepsilon_{0}<\theta_{c}(t)<\theta_{c}^{0}+\varepsilon_{0}, \quad \cup_{0 \leq t \leq \tau} \Omega_{\theta}(f, t) \subseteq B_{\varepsilon_{0}}\left(\theta_{c}(t)\right), \quad \forall t \in[0, \tau] . \tag{3.3}
\end{equation*}
$$

Then, under the above ansatz (3.3), we have

$$
\cup_{0 \leq t \leq \tau} \Omega_{\theta}(f, t) \subseteq\left(\theta_{c}^{0}-2 \varepsilon_{0}, \theta_{c}^{0}+2 \varepsilon_{0}\right) .
$$

$\left(\mathcal{F}_{B}\right)$ The diameter functions in initial position and velocity satisfy

$$
\begin{equation*}
d_{x}\left[f^{0}\right]<\frac{R}{4 \sqrt{K}}, \quad d_{v}\left[f^{0}\right]<\frac{R}{4 \sqrt{K}} \tag{3.4}
\end{equation*}
$$

Then, it is easy to see

$$
\left|x-x_{c}^{0}\right|<\frac{R}{4 \sqrt{K}}, \quad\left|v-v_{c}^{0}\right|<\frac{R}{4 \sqrt{K}}, \quad \forall x \in \Omega_{x}(f, 0), \quad \forall v \in \Omega_{v}(f, 0) .
$$

Based on (3.4), we make an ansatz for mechanical variables: there exists $\tau^{*}(\leq \tau)$ such that

$$
\begin{align*}
& \cup_{0 \leq t \leq t^{*}} \Omega_{x}(f, t) \subseteq B_{\frac{R}{2}}\left(x_{c}(t)\right), \quad \forall t \in\left[0, \tau^{*}\right] .  \tag{3.5}\\
& \cup_{0 \leq t \leq t^{*}} \Omega_{v}(f, t) \subseteq B_{\frac{R}{2}}\left(v_{c}(t)\right),
\end{align*}
$$

Then we use

$$
\left|x-x_{*}\right|=\left|\left(x-x_{c}\right)-\left(x_{*}-x_{c}\right)\right| \leq\left|x-x_{c}\right|+\left|x_{*}-x_{c}\right|
$$

and the ansatz (3.5) to get the uniform bounds of position- and velocity-diameter functions

$$
d_{x}[f](t)<R, \quad d_{v}[f](t)<R, \quad \forall t \in\left[0, \tau^{*}\right] .
$$

Later, we will show that $\tau^{*}=\tau$ (see the proof of Proposition 4.2).
$\left(\mathcal{F}_{C}\right) C^{2}$-communication weight functions, coupling strength and initial configuration satisfy

$$
\begin{align*}
& \text { (1): } \kappa_{1}>0, \kappa_{2}>0, \frac{2}{3} \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}<\frac{\kappa_{1} \psi(R)}{\theta_{c}^{0}+2 \varepsilon_{0}} \leq \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}<\frac{1}{2}, \\
& \text { (2): } \frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}>\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\left(\frac{R}{2}+2 \sqrt{2}\left|\omega_{c}^{0}\right|\right), \\
& \text { (3): } \frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} \geq \frac{\kappa_{1}}{3\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)} \geq \frac{\kappa_{1} \psi(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}, \\
& \text { (4): } 24 \frac{\theta_{c}^{0}+2 \varepsilon_{0}}{\kappa_{1} \psi(R)}\left(\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \mathcal{V}_{\omega}^{0} \leq \frac{\varepsilon_{0}^{2}}{4 M^{\prime}} \\
& \text { (5) }: \frac{4}{3} \frac{\zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}>\frac{1}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}},  \tag{3.6}\\
& \text { (6): } \frac{\kappa_{2} \zeta(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}>\frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right), \\
& \text { (7): } \frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(\frac{3 R^{4}}{16}+16\left|\mathcal{V}_{\omega}^{0}\right|^{2}\right)+\frac{32\left|\mathcal{V}_{\omega}^{0}\right|^{2} \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right) \frac{R^{2}}{4} \\
& \quad+2 R \mathcal{V}_{\omega}^{0}<\frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \frac{\varepsilon_{0}^{2}}{2 M}, \\
& \text { (8): }\left|\omega_{c}^{0}\right|^{2}+\frac{R^{2}}{8}<\varepsilon_{0}, \frac{1}{2}\left|v_{c}^{0}\right|^{2}+\frac{R^{2}}{32 K}<\varepsilon_{0} .
\end{align*}
$$

In the following remark, we provide several comments for the above framework.
Remark 3.1. 1. If we choose

$$
\kappa_{2} \gg \kappa_{1}, \quad \theta_{c}^{0} \gg \varepsilon_{0} \gg R, \quad x_{c}^{0}=\mathcal{O}(R), \quad v_{c}^{0}=\mathcal{O}(R),
$$

and we assume that $\psi(0)=1, \psi(R), \zeta(0)=1$ and $\zeta(R)$ are comparable, then all the inequalities in (3.6) can be easily satisfied.
2. For constant communication functions

$$
\psi(r) \equiv 1, \quad \zeta(r) \equiv 1, \quad r \geq 0
$$

one can easily see that the conditions (1), (3) and (5) in $\left(\mathcal{F}_{C}\right)$ are always true by the second assumption in (3.2). Note that condition (6) implies (2) because we can choose $R \leq 12$. Conditions (4), (7) and (8) can be treated by the condition

$$
\left|x_{c}^{0}\right| \ll \varepsilon_{0} \quad \text { and } \quad\left|v_{c}^{0}\right| \ll \varepsilon_{0} .
$$

3. Roughly speaking, the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ can be stated as follows:

- The initial temperature support is highly concentrated around $\theta_{c}^{0}$ and is far away from zero.
- The initial position, initial velocity and their initial diameters are much smaller than the initial temperature-diameter.


### 3.2 Main result

In this subsection, we briefly state our main result and its corollary.
Theorem 3.1. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ in Section 3.1 holds, and let $f$ be a global classical solution to (1.3). One has the following two assertions:

1. (Exponential decay of variances). The variances in (3.1) decay exponentially fast

$$
\begin{equation*}
\mathcal{V}_{\omega}[f](t) \leq 4 \mathcal{V}_{\omega}^{0} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}, \quad \mathcal{V}_{\theta}[f](t) \leq \frac{\varepsilon_{0}^{2}}{2 M} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}, \quad t \geq 0 \tag{3.7}
\end{equation*}
$$

2. (Exponential emergence of one-point cluster). The diameters $d_{x}[f], d_{v}[f]$ and $d_{\theta}[f]$ decay to zero exponentially fast

$$
\begin{array}{ll}
\Omega_{\theta}(f, t) \subseteq\left(\theta_{c}^{0}-2 \varepsilon_{0}, \theta_{c}^{0}+2 \varepsilon_{0}\right), & d_{x}[f](t) \leq R e^{-\frac{\kappa_{1} \psi(R)}{24\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}, \\
d_{v}[f](t) \leq R e^{-\frac{\kappa_{1} \psi(R)}{24\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)} t}, & d_{\theta}[f](t) \leq \varepsilon_{0} e^{-\frac{\left.\kappa_{1} \psi \psi\right)}{24\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}
\end{array}
$$

Proof. The following three sections are devoted to the proof of this theorem.

The variance estimates in (3.7) are also true for the measure-valued solution to (1.3) if we modify our proof using a similar argument as in [6,17]. This implies that $f$ converges to the multiple of Dirac measure concentrated on the averaged state $\left(x_{c}(t), v_{c}(t), \theta_{c}(t)\right)$ in the generalized phase space $(x, v, \theta)$ as $t \rightarrow \infty$. To quantify this, we will measure the distance between the one-particle kinetic density $f$ and the multiple of Dirac measure in "the bounded Lipschitz distance": Let $\mu$ and $v$ be two measures

$$
:=\sup \left\{\int_{\Omega} \phi(z) d \mu(z)-\int_{\Omega} \phi(z) d v(z):\|\phi\|_{L^{\infty}} \leq 1,\|\phi\|_{L i p}:=\sup _{z \neq z_{*}} \frac{\left|\phi(z)-\phi\left(z_{*}\right)\right|}{\left|z-z_{*}\right|} \leq 1\right\} .
$$

Corollary 3.1. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ in Section 3.1 holds, and let $f$ be a global classical solution to (1.3). Then $f$ tends to the Dirac measure $\delta_{z_{c}(t)}:=\delta_{x_{c}} \otimes \delta_{v_{c}} \otimes \delta_{\theta_{c}}$ centered at $z_{c}$ asymptotically

$$
\lim _{t \rightarrow+\infty} \operatorname{dist}_{B L}\left(f, \delta_{z_{c}(t)}\right)=0
$$

Proof. We use the same argument as in [8]. For any bounded Lipschitz functions $\phi=\phi(z)$ with $\|\phi\|_{L i p} \leq 1$, we get

$$
\begin{align*}
& \left|\int_{\Omega} \phi(z) f(t, z) d z-\int_{\Omega} \phi(z) \delta_{z_{c}(t)} d z\right| \\
= & \left|\int_{\Omega}\left(\phi(z)-\phi\left(z_{c}(t)\right)\right) f(t, z) d z\right| \\
\leq & \|\phi\|_{L i p} \int_{\Omega}\left(\left|x-x_{c}\right|+\left|v-v_{c}\right|+\left|\theta-\theta_{c}\right|\right) f(t, z) d z \\
\leq & \int_{\Omega}\left(\left|x-x_{c}\right|^{2}+\left|v-v_{c}\right|^{2}+\left|\theta-\theta_{c}\right|^{2}\right) f(t, z) d z \\
= & \mathcal{V}_{\omega}[f](t)+\mathcal{V}_{\theta}[f](t) \tag{3.8}
\end{align*}
$$

where in the last second inequality, we used the Cauchy-Schwarz inequality using the unit mass condition $\int_{\Omega} f(t, z) d z=1$. Then, we apply the variance estimates in (3.7) for (3.8) to derive the desired estimate.

In next three sections, we provide the proof of the uniform bounds of diameter functions and a periodical rotationally one-point cluster flocking results in the sense of Definition 3.1, formulated in terms of initial configuration, coupling strengths and communication weights.

Below, we briefly outline a proof strategy in three steps. Based on the assumptions of (3.2) and (3.4), we make two ansatzs (3.3) and (3.5):

Step A. (Concentration of mechanical variables in a small-time interval). We introduce forward characteristic curves associated with the kinetic full TCS equation (1.3). Under the two ansatzs, we provide the concentration estimate of mechanical variables around the harmonic oscillator motion using the exponential decay result of variance functional measuring mechanical fluctuation, improve the second ansatz (3.5) (see Section 4).

Step B. (Concentration of temperature variable in a small-time interval). Under the two ansatzs, we provide the concentration estimate of temperature variable around the averaged value using the exponential decay result of the variance functional measuring temperature fluctuation, improve the first ansatz (3.3) (see Section 5).

Step C. (Removal of ansatzs and extension of concentrations in the whole-time interval). We remove the ansatzs (3.3) and (3.5) using the continuity arguments and prove Theorem 3.1 (see Section 6).

## 4 Concentration of mechanical variables

In this section, we provide the concentration estimate of mechanical variables around the harmonic oscillator motion via a variance functional in a small-time interval to improve the second ansatz (3.5).

### 4.1 Decay estimate of variance functional in mechanical variables

In this subsection, we study exponential decay estimate of the variance functional $\mathcal{V}_{\omega}[f]$ via an alternative equivalent functional. For this, we introduce a Lyapunov functional which is equivalent to $\mathcal{V}_{\omega}[f]$

$$
\mathcal{L}_{\omega}[f]:=\int_{\Omega}\left(\frac{1}{2}\left|x-x_{c}\right|^{2}+\frac{1}{2}\left|v-v_{c}\right|^{2}+\lambda\left(x-x_{c}\right) \cdot\left(v-v_{c}\right)\right) f d z .
$$

Note that for $0<\lambda \leq 1 / 2$, by using the following inequalities:

$$
\begin{aligned}
& \frac{1}{2}\left|x-x_{c}\right|^{2}+\frac{1}{2}\left|v-v_{c}\right|^{2}+\lambda\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) \\
\geq & \frac{1}{4}\left[\left|x-x_{c}+\lambda\left(v-v_{c}\right)\right|^{2}+\left|v-v_{c}+\lambda\left(x-x_{c}\right)\right|^{2}+\left(1-\lambda^{2}\right)\left(\left|x-x_{c}\right|^{2}+\left|v-v_{c}\right|^{2}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
\geq & \frac{1}{4}\left(1-\lambda^{2}\right)\left(\left|x-x_{c}\right|^{2}+\left|v-v_{c}\right|^{2}\right),  \tag{4.1}\\
& \frac{1}{2}\left|x-x_{c}\right|^{2}+\frac{1}{2}\left|v-v_{c}\right|^{2}+\lambda\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) \leq \frac{1}{2}(1+\lambda)\left(\left|x-x_{c}\right|^{2}+\left|v-v_{c}\right|^{2}\right),
\end{align*}
$$

one can see that the variance functional $\mathcal{V}_{\omega}[f]$ defined by (3.1) is equivalent to $\mathcal{L}_{\omega}[f]$

$$
\begin{equation*}
\frac{3}{16} \mathcal{V}_{\omega}[f] \leq \mathcal{L}_{\omega}[f] \leq \frac{3}{4} \mathcal{V}_{\omega}[f] \tag{4.2}
\end{equation*}
$$

In next lemma, we provide time-evolution estimate of the components of $\mathcal{L}_{\omega}[f]$ as follows.

Lemma 4.1. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ holds, and let $f$ be the global classical solution to (1.3). Then, the component functionals of $\mathcal{L}_{\omega}[f]$ satisfy the following estimates:
(i) $\frac{d}{d t} \int_{\Omega}\left|x-x_{c}\right|^{2} f d z=2 \int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) f d z$;
(ii) $\frac{d}{d t} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z$

$$
\leq-2 \kappa_{1}\left(\frac{\psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}-\frac{2 \varepsilon_{0}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right) \int_{\Omega}\left|v-v_{c}\right|^{2} f d z-2 \int_{\Omega}\left(v-v_{c}\right) \cdot\left(x-x_{c}\right) f d z
$$

(iii) $\frac{d}{d t} \int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) f d z$

$$
\leq-\frac{1}{2} \int_{\Omega}\left|x-x_{c}\right|^{2} f d z+\left(1+\frac{2\left(\kappa_{1}\right)^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right) \int_{\Omega}\left|v-v_{c}\right|^{2} f d z
$$

Proof. Suppose that the assumptions (3.2), (3.4) and (3.6) hold, and we make two ansatzs (3.3) and (3.5) on the supports of $f$ in $z=(x, v, \theta)$ in a small-time interval and we get

$$
\cup_{0 \leq t \leq \tau} \Omega_{\theta}(f, t) \subseteq\left(\theta_{c}^{0}-2 \varepsilon_{0}, \quad \theta_{c}^{0}+2 \varepsilon_{0}\right), \quad d_{x}[f](t) \leq R, \quad \forall t \in\left[0, \tau^{*}\right] \subseteq[0, \tau]
$$

(i) By definition of $x_{c}$, one has

$$
\int_{\Omega}\left(x-x_{c}\right) f d z=0
$$

Then, we use the above relation and $(1.3)_{1}$ to find

$$
\frac{d}{d t} \int_{\Omega}\left|x-x_{c}\right|^{2} f d z=-2 \frac{d x_{c}}{d t} \cdot \int_{\Omega}\left(x-x_{c}\right) f d z+\int_{\Omega}\left|x-x_{c}\right|^{2} \partial_{t} f d z
$$

$$
\begin{align*}
& =-\int_{\Omega}\left|x-x_{c}\right|^{2}\left[\nabla_{x} \cdot(v f)+\nabla_{v} \cdot(\mathcal{F}[f] f)+\partial_{\theta}(\mathcal{G}[f] f)\right] d z \\
& =2 \int_{\Omega}\left(x-x_{c}\right) \cdot v f d z=2 \int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}+v_{c}\right) f d z \\
& =2 \int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) f d z \tag{4.3}
\end{align*}
$$

(ii) Note that

$$
\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}=\frac{v-v_{*}}{\theta}+\left(v_{*}-v_{c}\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right)
$$

Now, we use (1.3a), (1.3b), the relations

$$
\int_{\Omega}\left(v-v_{c}\right) f d z=0, \quad \psi\left(\left|x-x_{*}\right|\right)=\psi\left(\left|x_{*}-x\right|\right)
$$

and interchange transformation $v \leftrightarrow v_{*}$ to obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z=-2 \frac{d v_{c}}{d t} \cdot \int_{\Omega}\left(v-v_{c}\right) f d z+\int_{\Omega}\left|v-v_{c}\right|^{2} \partial_{t} f d z \\
= & 2 \int_{\Omega}\left(v-v_{c}\right) \cdot \mathcal{F}[f] f d z \\
= & -2 \kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
& -2 \int_{\Omega}\left(v-v_{c}\right) \cdot\left(x-x_{c}\right) f d z \\
= & -\kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{*}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
& -2 \int_{\Omega}\left(v-v_{c}\right) \cdot\left(x-x_{c}\right) f d z \\
= & -\kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right) \frac{\left|v-v_{*}\right|^{2}}{\theta} f_{*} f d z_{*} d z \\
& -\kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v_{*}-v_{c}\right) \cdot\left(v-v_{*}\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
& -2 \int_{\Omega}\left(v-v_{c}\right) \cdot\left(x-x_{c}\right) f d z \\
= & : \mathcal{I}_{11}+\mathcal{I}_{12}+\mathcal{I}_{13} . \tag{4.4}
\end{align*}
$$

In what follows, we provide estimates for $\mathcal{I}_{1 i}$ one by one.

- (Estimate for $\mathcal{I}_{11}$ ). We use

$$
\int_{\Omega}\left(v-v_{c}\right) f d z=0
$$

to see

$$
\begin{align*}
\mathcal{I}_{11} & \leq-\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} \int_{\Omega^{2}}\left|v-v_{*}\right|^{2} f_{*} f d z_{*} d z \\
& =-\frac{2 \kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z . \tag{4.5}
\end{align*}
$$

- (Estimate for $\mathcal{I}_{12}$ ). We use

$$
\psi(r) \leq \psi(0)=1, \quad\left|\frac{1}{\theta}-\frac{1}{\theta_{*}}\right|=\frac{\left|\theta-\theta_{*}\right|}{|\theta| \cdot\left|\theta_{*}\right|} \leq \frac{\left|\theta-\theta_{*}\right|}{\theta_{m}^{2}}, \quad d_{\theta}[f] \leq 4 \varepsilon_{0}
$$

to get

$$
\begin{align*}
\left|\mathcal{I}_{12}\right| & =\left|-\frac{\kappa_{1}}{2} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(\left|v-v_{c}\right|^{2}-\left|v_{*}-v_{c}\right|^{2}\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} f d z_{*} d z\right| \\
& \leq \frac{\kappa_{1} d_{\theta}[f]}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \int_{\Omega^{2}}\left(\left|v-v_{c}\right|^{2}+\left|v_{*}-v_{c}\right|^{2}\right) f_{*} f d z_{*} d z \\
& \leq \frac{4 \kappa_{1} \varepsilon_{0}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z . \tag{4.6}
\end{align*}
$$

In (4.4), we combine (4.5) and (4.6) to find

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z \leq & -2 \kappa_{1}\left(\frac{\psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}-\frac{2 \varepsilon_{0}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right) \int_{\Omega}\left|v-v_{c}\right|^{2} f d z \\
& -2 \int_{\Omega}\left(v-v_{c}\right) \cdot\left(x-x_{c}\right) f d z \tag{4.7}
\end{align*}
$$

(iii) By straightforward calculation, one has

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) f d z=\int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) \partial_{t} f d z \\
= & -\int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) \nabla_{x} \cdot(v f) d z-\int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) \nabla_{v} \cdot(\mathcal{F}[f] f) d z \\
= & \int_{\Omega}\left|v-v_{c}\right|^{2} f d z+\int_{\Omega}\left(x-x_{c}\right) \cdot \mathcal{F}[f] f d z \\
= & \int_{\Omega}\left|v-v_{c}\right|^{2} f d z-\int_{\Omega}\left|x-x_{c}\right|^{2} f d z
\end{aligned}
$$

$$
\begin{align*}
& -\kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(x-x_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
\leq & -\frac{1}{2} \int_{\Omega}\left|x-x_{c}\right|^{2} f d z+\left(1+\frac{2\left(\kappa_{1}\right)^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right) \int_{\Omega}\left|v-v_{c}\right|^{2} f d z, \tag{4.8}
\end{align*}
$$

where we used the following estimates via Young's inequality:

$$
\begin{aligned}
& -\kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(x-x_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
\leq & \frac{\kappa_{1}}{2} \int_{\Omega^{2}}\left[\frac{1}{\kappa_{1}}\left|x-x_{c}\right|^{2}+2 \kappa_{1}\left(\frac{\left|v-v_{c}\right|^{2}}{\theta^{2}}+\frac{\left|v_{*}-v_{c}\right|^{2}}{\theta_{*}^{2}}\right)\right] f_{*} f d z_{*} d z \\
\leq & \frac{1}{2} \int_{\Omega}\left|x-x_{c}\right|^{2} f d z+\frac{2\left(\kappa_{1}\right)^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z .
\end{aligned}
$$

The proof is complete.
Remark 4.1. Note that from the first two estimates in Lemma 4.1, one has

$$
\frac{d}{d t} \mathcal{V}_{\omega}[f] \leq-2 \kappa_{1}\left(\frac{\left.\psi\left(d_{x}[f]\right)\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}-\frac{2 \varepsilon_{0}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right) \int_{\Omega}\left|v-v_{c}\right|^{2} f d z
$$

Since the R.H.S. of the above relation does not contain the term $\int_{\Omega}\left|x-x_{c}\right|^{2} f d z$, we cannot derive the Grönwall's inequality for $\mathcal{V}_{\omega}[f]$. That is why we consider the equivalent functional $\mathcal{L}_{\omega}[f]$ containing the cross term $\int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) f d z$.

Now, we are ready to provide exponential decay estimate for $\mathcal{V}_{\omega}[f]$.
Proposition 4.1. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ holds, and let $f$ be the global classical solution to (1.3). Then, there exist some positive constants $\tau$ and $\tau^{*}$, such that for $t \in\left[0, \tau^{*}\right] \subseteq[0, \tau]$

$$
\mathcal{V}_{\omega}[f](t) \leq 4 \mathcal{V}_{\omega}\left[f^{0}\right] e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)} t}
$$

Proof. Consider the linear combination

$$
\frac{1}{2}(4.3)+\frac{1}{2}(4.7)+\lambda(4.8), \quad \lambda=\frac{\kappa_{1} \psi(R)}{4\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}<\frac{1}{2}
$$

to find

$$
\frac{d}{d t} \mathcal{L}_{\omega}[f]=-\left[\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}-\frac{2 \kappa_{1} \varepsilon_{0}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}-\lambda\left(1+\frac{2\left(\kappa_{1}\right)^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right)\right]
$$

$$
\begin{aligned}
& \times \int_{\Omega}\left|v-v_{c}\right|^{2} f d z-\frac{\lambda}{2} \int_{\Omega}\left|x-x_{c}\right|^{2} f d z \\
\leq & -\frac{\kappa_{1} \psi(R)}{8\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} \int_{\Omega}\left(\left|v-v_{c}\right|^{2}+\left|x-x_{c}\right|^{2}\right) f d z=-\frac{\kappa_{1} \psi(R)}{8\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} \mathcal{V}_{\omega}[f] \\
\leq & -\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} \mathcal{L}_{\omega}[f]
\end{aligned}
$$

where we used the relation (1) in (3.6)

$$
\frac{2}{3} \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}<\frac{\kappa_{1} \psi(R)}{\theta_{c}^{0}+2 \varepsilon_{0}} \leq \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}<\frac{1}{2}, \quad \varepsilon_{0} \ll \theta_{c}^{0}
$$

Then, Lemma 2.3 yields

$$
\begin{equation*}
\mathcal{L}_{\omega}[f](t) \leq e^{-\frac{\kappa_{1} \psi(R) t}{6\left(\theta_{c}\left(+2 \varepsilon_{0}\right)\right.}} \mathcal{L}_{\omega}\left[f^{0}\right], \quad t \geq 0 \tag{4.9}
\end{equation*}
$$

Finally, we use (4.2) and (4.9) to derive desired estimate

$$
\mathcal{V}_{\omega}[f](t) \leq \frac{16}{3} \mathcal{L}_{\omega}[f](t) \leq \frac{16}{3} e^{-\frac{\kappa_{1} \psi(R) t}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}} \mathcal{L}_{\omega}\left[f^{0}\right] \leq 4 e^{-\frac{\kappa_{1} \psi(R) t}{6\left(\theta_{c}^{C}+2 \varepsilon_{0}\right)}} \mathcal{V}_{\omega}\left[f^{0}\right]
$$

The proof is complete.

### 4.2 Pointwise exponential concentration of mechanical variables

Let $z=(x, v, \theta)$ be a given triple of position, velocity and temperature. Then, we define the forward characteristics passing through $z$ at time 0

$$
(x(s), v(s), \theta(s)):=(x(s ; 0, x, v, \theta), v(s ; 0, x, v, \theta), \theta(s ; 0, x, v, \theta))
$$

as a unique solution to the following Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{d x(s)}{d s}=v(s), \quad s>0  \tag{4.10}\\
\frac{d v(s)}{d s}=\mathcal{F}[f](x(s), v(s), \theta(s), s) \\
\frac{d \theta(s)}{d s}=\mathcal{G}[f](x(s), \theta(s), s) \\
(x(0), v(0), \theta(0))=(x, v, \theta)
\end{array}\right.
$$

where $\mathcal{F}[f]$ and $\mathcal{G}[f]$ are nonlocal functionals introduced in (1.3)

$$
\begin{aligned}
\mathcal{F}[f](x, v, \theta):= & -\kappa_{1} \int_{\Omega} \psi\left(\left|x-x_{*}\right|\right)\left(\frac{v-v_{\mathcal{C}}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} d z_{*}-x, \\
\mathcal{G}[f](x, v, \theta):= & \kappa_{1} \int_{\Omega} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{\mathcal{C}}}{\theta}-\frac{v_{*}-v_{\mathcal{C}}}{\theta_{*}}\right) f_{*} d z_{*} \\
& +\kappa_{2} \int_{\Omega} \zeta\left(\left|x-x_{*}\right|\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} d z_{*}+x \cdot v .
\end{aligned}
$$

The Lipschitz continuous properties of the communication weight functions and the uniform boundedness estimates for $x, v$ and $\theta$ (see Propositions 4.2 and 5.2) imply that the right-hand side of (4.10) is bounded, thus the forward characteristics are globally in time well-defined. On the other hand, it follows from (2.9) and (2.10) that the averages satisfy

$$
\begin{equation*}
\frac{d x_{c}(s)}{d s}=v_{c}(s), \quad \frac{d v_{c}(s)}{d s}=-x_{c}(s), \quad \frac{d \theta_{c}(s)}{d s}=\int_{\Omega} \mathcal{G}[f] f d z, \quad s>0 \tag{4.11}
\end{equation*}
$$

Now, we consider the fluctuations $(\hat{x}(t), \hat{v}(t), \hat{\theta}(t))$ around the averages

$$
\hat{x}(t):=x(t)-x_{c}(t), \quad \hat{v}(t):=v(t)-v_{c}(t), \quad \hat{\theta}(t):=\theta(t)-\theta_{c}(t) .
$$

Then, it follows from (4.10) and (4.11) that the fluctuations $(\hat{x}, \hat{v}, \hat{\theta})$ satisfy

$$
\left\{\begin{array}{l}
\frac{d \hat{x}(s)}{d s}=\hat{v}(s), \quad s>0  \tag{4.12a}\\
\frac{d \hat{v}(s)}{d s}=-\kappa_{1} \int_{\Omega} \psi\left(\left|x(s)-x_{*}\right|\right)\left(\frac{\hat{v}(s)}{\theta(s)}-\frac{\hat{v}_{*}}{\theta_{*}}\right) f_{*} d z_{*}-\hat{x}(s) \\
\frac{d \tilde{\theta}(s)}{d s}=\mathcal{G}[f](s, x(s), \theta(s))-\int_{\Omega} \mathcal{G}[f] f d z
\end{array}\right.
$$

where we assumed that $\int_{\Omega} f(t, z) d z=1$.
Lemma 4.2. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ holds, and let $f$ be the global classical solution to (1.3). Then, the fluctuations $(\hat{x}, \hat{v}, \hat{\theta})$ satisfy
(i) $\frac{d}{d s}\left(\frac{1}{2}|\hat{x}|^{2}\right)=\hat{x} \cdot \hat{v}$;
(ii) $\frac{d}{d s}\left(\frac{1}{2}|\hat{v}|^{2}\right) \leq-\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}|\hat{v}|^{2}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(|\hat{v}(s)|^{2}+\mathcal{V}_{\omega}[f]\right)-\hat{x} \cdot \hat{v}$;
(iii) $\frac{d}{d s}(\hat{x} \cdot \hat{v}) \leq|\hat{v}|^{2}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(2|\hat{x}|^{2}+|\hat{v}|^{2}+\mathcal{V}_{\omega}[f]\right)-|\hat{x}|^{2}$.

Proof. Let $(\hat{x}(s), \hat{v}(s), \hat{\theta}(s))$ be the forward characteristics defined in (4.12). In what follows, we provide estimates for the following terms:

$$
\frac{1}{2}|\hat{x}(s)|^{2}, \quad \frac{1}{2}|\hat{v}(s)|^{2}, \quad \hat{x}(s) \cdot \hat{v}(s) .
$$

(i) We use (4.12a) to find

$$
\begin{equation*}
\frac{d}{d s}\left(\frac{1}{2}|\hat{x}(s)|^{2}\right)=\hat{x}(s) \cdot \frac{d \hat{x}(s)}{d s}=\hat{x}(s) \cdot \hat{v}(s) . \tag{4.13}
\end{equation*}
$$

(ii) We use (4.12b) and Young's inequality to get

$$
\begin{align*}
& \frac{d}{d s}\left(\frac{1}{2}|\hat{v}(s)|^{2}\right)=\hat{v}(s) \cdot \frac{d \hat{v}(s)}{d s}  \tag{4.14}\\
= & -\kappa_{1} \hat{v}(s) \cdot \int_{\Omega} \psi\left(\left|x(s)-x_{*}\right|\right)\left(\frac{\hat{v}(s)}{\theta(s)}-\frac{\hat{v}_{*}}{\theta_{*}}\right) f_{*} d z_{*}-\hat{x}(s) \cdot \hat{v}(s) \\
\leq & -\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}|\hat{v}(s)|^{2}+\kappa_{1} \int_{\Omega} \psi\left(\left|x(s)-x_{*}\right|\right) \frac{\hat{v}_{*} \cdot \hat{v}(s)}{\theta_{*}} f_{*} d z_{*}-\hat{x}(s) \cdot \hat{v}(s) \\
\leq & -\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}|\hat{v}(s)|^{2}+\frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}|\hat{v}(s)|\left(\int_{\Omega}\left|\hat{v}_{*}\right|^{2} f_{*} d z_{*}\right)^{\frac{1}{2}}-\hat{x}(s) \cdot \hat{v}(s) \\
\leq & -\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}|\hat{v}(s)|^{2}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(|\hat{v}(s)|^{2}+\mathcal{V}_{\omega}[f](s)\right)-\hat{x}(s) \cdot \hat{v}(s) .
\end{align*}
$$

(iii) Similarly, one has

$$
\begin{align*}
& \frac{d}{d s}(\hat{x}(s) \cdot \hat{v}(s))  \tag{4.15}\\
= & |\hat{v}(s)|^{2}-\kappa_{1} \hat{x}(s) \cdot \int_{\Omega} \psi\left(\left|x(s)-x_{*}\right|\right)\left(\frac{\hat{v}(s)}{\theta(s)}-\frac{\hat{v}_{*}(s)}{\theta_{*}}\right) f_{*} d z_{*}-|\hat{x}(s)|^{2} \\
\leq & |\hat{v}(s)|^{2}+|\hat{x}(s)| \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left(|\hat{v}(s)|+\left(\int_{\Omega}\left|\hat{v}_{*}(s)\right|^{2} f_{*} d z_{*}\right)^{\frac{1}{2}}\right)-|\hat{x}(s)|^{2} \\
\leq & |\hat{v}(s)|^{2}+|\hat{x}(s)| \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left(|\hat{v}(s)|+\sqrt{\mathcal{V}_{\omega}[f](s)}\right)-|\hat{x}(s)|^{2} \\
\leq & |\hat{v}(s)|^{2}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(2|\hat{x}(s)|^{2}+|\hat{v}(s)|^{2}+\mathcal{V}_{\omega}[f](s)\right)-|\hat{x}(s)|^{2} .
\end{align*}
$$

The proof is complete.

Now we state the pointwise decay estimate result of mechanical fluctuation around the harmonic oscillator motion along forward characteristics.

Proposition 4.2. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ holds, and let $(x(t), v(t), \theta(t))$ be the forward characteristics (4.10). Then, there exists a positive constant $\tau>0$ such that

$$
\begin{equation*}
\left|x(t)-x_{c}(t)\right|^{2}+\left|v(t)-v_{c}(t)\right|^{2}<\frac{R^{2}}{4} e^{-\frac{x_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}, \quad t \in[0, \tau] . \tag{4.16}
\end{equation*}
$$

Proof. We split the derivation of (4.16) into several steps.
Step A. (Derivation of time derivative for $\frac{1}{2}|\hat{x}|^{2}+\frac{1}{2}|\hat{v}|^{2}+\lambda \hat{x} \cdot \hat{v}$ ). We combine (4.13)(4.15) and set

$$
\lambda=\frac{\kappa_{1} \psi(R)}{8\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}<\frac{1}{2}
$$

to get

$$
\begin{align*}
& \frac{d}{d s}\left(\frac{1}{2}|\hat{x}|^{2}+\frac{1}{2}|\hat{v}|^{2}+\lambda \hat{x} \cdot \hat{v}\right) \\
&=-\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}|\hat{v}|^{2}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(|\hat{v}|^{2}+\mathcal{V}_{\omega}[f]\right) \\
&+\lambda|\hat{v}|^{2}+\lambda \frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(2|\hat{x}|^{2}+|\hat{v}|^{2}+\mathcal{V}_{\omega}[f]\right)-\lambda|\hat{x}|^{2} \\
& \leq-\left(\frac{\kappa_{1} \psi\left(d_{x}[f]\right)}{\theta_{c}^{0}+2 \varepsilon_{0}}-\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}-\lambda-\frac{\lambda \kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\right)|\hat{v}(s)|^{2} \\
&-\left(\lambda-\frac{\lambda \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\right)|\hat{x}(s)|^{2}+\left(\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}+\lambda \frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\right) \mathcal{V}_{\omega}[f] \\
& \leq-\frac{\kappa_{1} \psi(R)}{16\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}\left(|\hat{v}|^{2}+|\hat{x}|^{2}\right)+C e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} s}, \tag{4.17}
\end{align*}
$$

where we used the relation (1) in (3.6) and Proposition 4.1

$$
\begin{aligned}
& C:=\frac{2(\lambda+1) \kappa_{1} \mathcal{V}_{\omega}^{0}}{\theta_{c}^{0}-2 \varepsilon_{0}} \\
& \frac{2}{3} \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}<\frac{\kappa_{1} \psi(R)}{\theta_{c}^{0}+2 \varepsilon_{0}} \leq \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}<\frac{1}{2} \\
& \mathcal{V}_{\omega}[f](t) \leq 4 \mathcal{V}_{\omega}^{0} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}+2 \varepsilon_{0}\right)} t}
\end{aligned}
$$

Step B. (Decay estimate for $\frac{1}{2}|\hat{x}|^{2}+\frac{1}{2}|\hat{v}|^{2}+\lambda \hat{x} \cdot \hat{v}$ ). Note that

$$
\begin{equation*}
\frac{3}{16}\left(|\hat{x}|^{2}+|\hat{v}|^{2}\right) \leq \frac{1}{2}|\hat{x}|^{2}+\frac{1}{2}|\hat{v}|^{2}+\lambda \hat{x} \cdot \hat{v} \leq \frac{3}{4}\left(|\hat{x}|^{2}+|\hat{v}|^{2}\right) \tag{4.18}
\end{equation*}
$$

Now, we combine (4.17) and (4.18) to get

$$
\begin{aligned}
& \frac{d}{d s}\left(\frac{1}{2}|\hat{x}|^{2}+\frac{1}{2}|\hat{v}|^{2}+\lambda \hat{x} \cdot \hat{v}\right) \\
\leq & -\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}\left(\frac{1}{2}|\hat{x}|^{2}+\frac{1}{2}|\hat{v}|^{2}+\lambda \hat{x} \cdot \hat{v}\right)+C e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}+2 \varepsilon_{0}\right)} s} .
\end{aligned}
$$

Then, we apply Lemma 2.3 to obtain

$$
\begin{align*}
& \frac{1}{2}|\hat{x}(t)|^{2}+\frac{1}{2}|\hat{v}(t)|^{2}+\lambda \hat{x}(t) \cdot \hat{v}(t) \\
& \leq e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}\left(\frac{1}{2}|\hat{x}(0)|^{2}+\frac{1}{2}|\hat{v}(0)|^{2}+\lambda \hat{x}(0) \cdot \hat{v}(0)\right) \\
& \quad-\frac{C}{\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}}\left(e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}-e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}\right) . \tag{4.19}
\end{align*}
$$

Step C. (Decay estimate for $|\hat{x}|^{2}+|\hat{v}|^{2}$ ). Note that

$$
\begin{aligned}
\frac{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right) C}{\kappa_{1} \psi(R)} & =\frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}} \frac{24(1+\lambda)\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}{\kappa_{1} \psi(R)} \mathcal{V}_{\omega}^{0} \\
& \leq 36 \frac{\theta_{c}^{0}+2 \varepsilon_{0}}{\psi(R)\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)} \mathcal{V}_{\omega}^{0}=\frac{3}{16} K \mathcal{V}_{\omega}^{0}
\end{aligned}
$$

We use (4.18), (4.19) and $\mathcal{V}_{\omega}^{0}<\frac{R^{2}}{8 K}$ to get

$$
\begin{aligned}
|\hat{x}(s)|^{2}+|\hat{v}(s)|^{2} & \leq e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}\left(4|\hat{x}(0)|^{2}+4|\hat{v}(0)|^{2}+K \mathcal{V}_{\omega}^{0}\right) \\
& <\frac{R^{2}}{2 K}+\frac{R^{2}}{8}<\frac{3 R^{2}}{16}
\end{aligned}
$$

Hence we improve the second ansatz (3.5) to conclude

$$
\begin{equation*}
\left|x(t)-x_{c}(t)\right|<\frac{R}{2}, \quad\left|v(t)-v_{c}(t)\right|<\frac{R}{2}, \quad t \in\left[0, \tau^{*}\right] \tag{4.20}
\end{equation*}
$$

Step D. (Extension of $\tau^{*}$ ). We claim that $\tau^{*}$ in (4.20) can be extended to $\tau$

$$
\tau^{*}=\tau
$$

If $\tau^{*}<\tau$, then there exists some $\tau_{1} \in\left(\tau^{*}, \tau\right)$ such that either $\hat{x}\left(\tau_{1}\right)=R / 2$ or $\hat{v}\left(\tau_{1}\right)=$ $R / 2$. Then we repeat the proofs in Propositions 4.1 and 4.2 to find

$$
\begin{aligned}
\frac{R^{2}}{4} & \leq\left|\hat{x}\left(\tau_{1}\right)\right|^{2}+\left|\hat{v}\left(\tau_{1}\right)\right|^{2} \\
& \leq e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} \tau_{1}}\left(4|\hat{x}(0)|^{2}+4|\hat{v}(0)|^{2}+K \mathcal{V}_{\omega}^{0}\right) \\
& <\frac{R^{2}}{2 K}+\frac{R^{2}}{8}<\frac{3 R^{2}}{16},
\end{aligned}
$$

which yields a contradiction. Hence we close the ansatz (3.5) for $t \in[0, \tau]$.

## 5 Concentration of temperature

In this section, we provide the concentration estimate of temperature around the average value via a variance functional in a small-time interval to improve the first ansatz (3.3).

### 5.1 Decay estimate of variance functional in temperature variable

In this subsection, we present the exponential decay estimate of the variance functional measuring the temperature fluctuation in a small-time interval.

Proposition 5.1. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ holds, and let $f$ be a classical solution to (1.3) which decays to zero at infinity. Then, there exists some positive constant $\tau>0$ such that for $t \in[0, \tau]$

$$
\int_{\Omega}\left|\theta-\theta_{c}(t)\right|^{2} f d z \leq \frac{\varepsilon_{0}^{2}}{2 M} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{+}+2 \varepsilon_{0}\right)} t}
$$

Proof. It follows from Propositions 4.1, 4.2 and ansatz (3.3) that there exists a positive constant $\tau$ such that for $t \in[0, \tau]$,

$$
\cup_{0 \leq t \leq \tau} \Omega_{\theta}(f, t) \subseteq\left(\theta_{c}^{0}-2 \varepsilon_{0}, \theta_{c}^{0}+2 \varepsilon_{0}\right),
$$

$$
\begin{aligned}
& \mathcal{V}_{\omega}[f](t) \leq 4 \mathcal{V}_{\omega}^{0} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{+}+2 \varepsilon_{0}\right)} t} \\
& \left|x(t)-x_{c}(t)\right|^{2}+\left|v(t)-v_{c}(t)\right|^{2}<\frac{R^{2}}{4} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}
\end{aligned}
$$

Then we have

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega}\left|\theta-\theta_{c}(t)\right|^{2} f d z & =-2 \int_{\Omega}\left(\theta-\theta_{c}\right) \frac{d \theta_{c}}{d t} f d z+\int_{\Omega}\left|\theta-\theta_{c}\right|^{2} \partial_{t} f d z \\
& =: \mathcal{I}_{21}+\mathcal{I}_{22} \tag{5.1}
\end{align*}
$$

In what follows, we estimate the term $\mathcal{I}_{2 i}, i=1,2$ one by one.

- (Estimate of $\mathcal{I}_{21}$ ). By definition of $\theta_{c}$, one has

$$
\mathcal{I}_{21}=-2 \int_{\Omega}\left(\theta-\theta_{c}\right) \frac{d \theta_{c}}{d t} f d z=-2 \frac{d \theta_{c}}{d t} \int_{\Omega}\left(\theta-\theta_{c}\right) f d z=0
$$

- (Estimate of $\mathcal{I}_{22}$ ). We use (1.3a) to see

$$
\begin{aligned}
\mathcal{I}_{22}= & -\int_{\Omega}\left|\theta-\theta_{c}(t)\right|^{2} \nabla_{x} \cdot(v f) d z-\int_{\Omega}\left|\theta-\theta_{c}(t)\right|^{2} \nabla_{v} \cdot(\mathcal{F}[f] f) d z \\
& -\int_{\Omega}\left|\theta-\theta_{c}(t)\right|^{2} \partial_{\theta}(\mathcal{G}[f] f) d z \\
= & \mathcal{I}_{221}+\mathcal{I}_{222}+\mathcal{I}_{223}
\end{aligned}
$$

- (Estimate of $\left.\mathcal{I}_{22 i}, i=1,2\right)$. It is easy to see

$$
\mathcal{I}_{221}=0, \quad \mathcal{I}_{222}=0
$$

- (Estimate of $\mathcal{I}_{223}$ ). By direct calculation, one has

$$
\begin{aligned}
\mathcal{I}_{223}= & 2 \int_{\Omega}\left(\theta-\theta_{c}(t)\right) \mathcal{G}[f] f d z \\
= & 2 \kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(\theta-\theta_{c}\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
& +2 \kappa_{2} \int_{\Omega^{2}} \zeta\left(\left|x-x_{*}\right|\right)\left(\theta-\theta_{c}\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} f d z_{*} d z+2 \int_{\Omega}\left(\theta-\theta_{c}\right) x \cdot v f d z \\
= & : \mathcal{I}_{2231}+\mathcal{I}_{2232}+\mathcal{I}_{2233} .
\end{aligned}
$$

Below, we estimate the term $\mathcal{I}_{223 i}$ separately.

- (Estimate for $\mathcal{I}_{2231}$ ). By direct estimate, one has

$$
\begin{align*}
\mathcal{I}_{2231} & =2 \kappa_{1} \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(\theta-\theta_{c}\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
& \leq \frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}} \int_{\Omega}\left(\left|\theta-\theta_{c}\right|^{2}+\left|v-v_{c}\right|^{2}\right) f d z \\
& \leq \frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}} \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z+\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z \tag{5.2}
\end{align*}
$$

- (Estimate for $\mathcal{I}_{2232}$ ). We have

$$
\begin{aligned}
\mathcal{I}_{2232} & =\kappa_{2} \int_{\Omega^{2}} \zeta\left(\left|x-x_{*}\right|\right)\left(\theta-\theta_{*}\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
& =-\kappa_{2} \int_{\Omega^{2}} \zeta\left(\left|x-x_{*}\right|\right) \frac{\left|\theta-\theta_{*}\right|^{2}}{\theta \theta_{*}} f_{*} f d z_{*} d z \\
& \leq-\frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} \int_{\Omega^{2}}\left|\theta-\theta_{*}\right|^{2} f_{*} f d z_{*} d z \\
& =-\frac{2 \kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z .
\end{aligned}
$$

- (Estimate for $\mathcal{I}_{2233}$ ). Similarly, one has

$$
\begin{align*}
\mathcal{I}_{2233}= & 2 \int_{\Omega}\left(\theta-\theta_{c}\right) x \cdot v f d z \\
= & 2\left[\int_{\Omega}\left(\theta-\theta_{c}\right)\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) f d z+v_{c} \cdot \int_{\Omega}\left(\theta-\theta_{c}\right)\left(x-x_{c}\right) f d z\right. \\
& \left.+x_{c} \cdot \int_{\Omega}\left(\theta-\theta_{c}\right)\left(v-v_{c}\right) f d z\right] \\
\leq & \frac{R}{2} \int_{\Omega}\left(\left|\theta-\theta_{c}\right|^{2}+\left|x-x_{c}\right|^{2}\right) f d z+\left|v_{c}\right| \int_{\Omega}\left(\left|\theta-\theta_{c}\right|^{2}+\left|x-x_{c}\right|^{2}\right) f d z \\
& +\left|x_{c}\right| \int_{\Omega}\left(\left|\theta-\theta_{c}\right|^{2}+\left|v-v_{c}\right|^{2}\right) f d z \\
\leq & \left(\frac{R}{2}+2 \sqrt{2}\left|\omega_{c}^{0}\right|\right) \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z+\left(\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \int_{\Omega}\left|x-x_{c}\right|^{2} f d z \\
& +\sqrt{2}\left|\omega_{c}^{0}\right| \int_{\Omega}\left(v-v_{c}\right)^{2} f d z . \tag{5.3}
\end{align*}
$$

In (5.1), we combine (5.2)-(5.3) together to derive a differential inequality $\frac{d}{d t} \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z \leq-\left[\frac{2 \kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}-\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}-\left(\frac{R}{2}+2 \sqrt{2}\left|\omega_{c}^{0}\right|\right)\right] \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z$

$$
\begin{align*}
& +\left(\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \int_{\Omega}\left|v-v_{c}\right|^{2} f d z+\left(\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \int_{\Omega}\left|x-x_{c}\right|^{2} f d z \\
\leq & -\frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z+\left(\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \nu_{\omega}[f] \\
\leq & \frac{-\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z+4\left(\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \nu_{\omega}^{0} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}} t, \tag{5.4}
\end{align*}
$$

where we used the relation (2) in (3.6)

$$
\frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}>\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\left(\frac{R}{2}+2 \sqrt{2}\left|\omega_{c}^{0}\right|\right)
$$

We apply Lemma 2.3 to the differential inequality (5.4) to get the desired result

$$
\begin{aligned}
& \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z \\
\leq & e^{-\frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} t} \int_{\Omega}\left|\theta-\theta_{c}(0)\right|^{2} f^{0} d z+\frac{4\left(\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \mathcal{V}_{\omega}^{0}}{\frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}} \\
& \times\left(e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}-e^{-\frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} t}\right) \\
\leq & e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{+}+2 \varepsilon_{0}\right)} t}\left[\int_{\Omega}\left|\theta-\theta_{c}(0)\right|^{2} f^{0} d z+24 \frac{\theta_{c}^{0}+2 \varepsilon_{0}}{\kappa_{1} \psi(R)}\left(\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \mathcal{V}_{\omega}^{0}\right] \\
\leq & \frac{\varepsilon_{0}^{2}}{2 M} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}
\end{aligned}
$$

where we used the relations (3) and (4) in (3.6)

$$
\begin{aligned}
& \frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} \geq \frac{\kappa_{1}}{3\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)} \geq \frac{\kappa_{1} \psi(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{\prime}} \\
& 24 \frac{\theta_{c}^{0}+2 \varepsilon_{0}}{\kappa_{1} \psi(R)}\left(\frac{R \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right|\right) \mathcal{V}_{\omega}^{0} \leq \frac{\varepsilon_{0}^{2}}{4 M}
\end{aligned}
$$

Then we finish the proof of this proposition.

### 5.2 Pointwise exponential concentration of temperature variable

In this subsection, we study pointwise decay estimate of temperature fluctuation around the average temperature along the forward characteristics.

Proposition 5.2. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ holds, and let $f$ be the global classical solution to (1.3). Then, there exists some positive constant $\tau>0$ such that for $t \in[0, \tau]$

$$
\left|\theta(t)-\theta_{c}(t)\right|^{2}<\frac{\varepsilon_{0}^{2}}{2} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}
$$

Proof. By Proposition 4.1, 4.2 and 5.1, there exists a positive constant $\tau>0$ such that for $t \in[0, \tau]$,

$$
\begin{aligned}
& \cup_{\tau \geq t \geq 0} \Omega_{\theta}(f, t) \subseteq\left(\theta_{c}^{0}-2 \varepsilon_{0}, \theta_{c}^{0}+2 \varepsilon_{0}\right), \\
& \int_{\Omega}\left|\theta-\theta_{c}\right|^{2} f d z \leq \frac{\varepsilon_{0}^{2}}{2 M} e^{-\frac{k_{1} \psi(R)}{6\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)} t}, \\
& \mathcal{V}_{\omega}[f](t) \leq 4 e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t} \mathcal{V}_{\omega}^{0} \\
& |\hat{x}(s)|^{2}+|\hat{v}(s)|^{2}<\frac{R^{2}}{4} e^{-\frac{k_{1} \psi(R)}{12\left(\theta_{c}+2 \varepsilon_{0}\right)} t}, \\
& d_{x}[f(t)]<R, \quad d_{v}[f(t)]<R .
\end{aligned}
$$

Then, along the characteristics, we have

$$
\begin{aligned}
\frac{d}{d s}\left|\theta-\theta_{c}\right|^{2}= & 2\left(\theta-\theta_{c}\right)\left(\mathcal{G}[f]-\int_{\Omega} \mathcal{G}[f] f d z\right) \\
= & 2 \kappa_{2}\left(\theta-\theta_{c}\right) \int_{\Omega} \zeta\left(\left|x-x_{*}\right|\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} d z_{*} \\
& +2 \kappa_{1}\left(\theta-\theta_{c}\right) \int_{\Omega} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} d z_{*} \\
& -2 \kappa_{1}\left(\theta-\theta_{c}\right) \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z \\
& +2\left(\theta-\theta_{c}\right)\left(x \cdot v-\int_{\Omega} x \cdot v f d z\right) \\
= & : \mathcal{I}_{31}+\mathcal{I}_{32}+\mathcal{I}_{33}+\mathcal{I}_{34} .
\end{aligned}
$$

In what follows, we provide estimates for $\mathcal{I}_{3 i}, i=1, \ldots, 4$ one by one.

- (Estimate for $\mathcal{I}_{31}$ ). By direct estimate, one has

$$
\mathcal{I}_{31}=2 \kappa_{2}\left(\theta-\theta_{c}\right) \int_{\Omega} \zeta\left(\left|x-x_{*}\right|\right)\left(\frac{1}{\theta}-\frac{1}{\theta_{*}}\right) f_{*} d z_{*}
$$

$$
\begin{align*}
=2 \kappa_{2}\left(\theta-\theta_{c}\right) \int_{\Omega} \zeta\left(\left|x-x_{*}\right|\right) \frac{\left(\theta_{*}-\theta_{c}\right)-\left(\theta-\theta_{c}\right)}{\theta_{*} \theta} f_{*} d z_{*} \\
=-2 \kappa_{2} \int_{\Omega} \zeta\left(\left|x-x_{*}\right|\right) \frac{\left(\theta-\theta_{c}\right)^{2}-\left(\theta-\theta_{c}\right)\left(\theta_{*}-\theta_{c}\right)}{\theta_{*} \theta} f_{*} d z_{*} \\
\leq-2 \kappa_{2}\left(\theta-\theta_{c}\right)^{2} \frac{\zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}+\frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \int_{\Omega}\left(\left(\theta-\theta_{c}\right)^{2}+\left(\theta_{*}-\theta_{c}\right)^{2}\right) f_{*} d z_{*} \\
\leq-\left(\frac{2 \kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}-\frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right)\left(\theta-\theta_{c}\right)^{2}+\frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \int_{\Omega}\left(\theta_{*}-\theta_{c}\right)^{2} f_{*} d z_{*} \\
\leq-\left(\frac{2 \kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}-\frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}\right)\left(\theta-\theta_{c}\right)^{2}+\frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \frac{\varepsilon_{0}^{2}}{2 M} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)} t} \\
\leq-\frac{2 \kappa_{2} \zeta(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}\left(\theta-\theta_{c}\right)^{2}+\frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \frac{\varepsilon_{0}^{2}}{2 M} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)} t}, \tag{5.5}
\end{align*}
$$

where we used the relation (5) in (3.6)

$$
\frac{4}{3} \frac{\zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}>\frac{1}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}
$$

- (Estimate for $\mathcal{I}_{32}$ ). One has

$$
\begin{align*}
\mathcal{I}_{32} & =2 \kappa_{1}\left(\theta-\theta_{c}\right) \int_{\Omega} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} d z_{*} \\
& \leq \frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right|\left|v-v_{c}\right|^{2}+\frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right| \int_{\Omega}\left(\left(v-v_{c}\right)^{2}+\left(v_{*}-v_{c}\right)^{2}\right) f_{*} d z_{*} \\
& \leq \frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right|^{2}+\frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|v-v_{c}\right|^{4}+\frac{\kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right|^{2} \\
& +\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left|v-v_{c}\right|^{4}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(\int_{\Omega}\left|v_{*}-v_{c}\right|^{2} f_{*} d z_{*}\right)^{2} \\
& \leq \frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right|^{2}+\frac{3 \kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left|v-v_{c}\right|^{4}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(\int_{\Omega}\left|v_{*}-v_{c}\right|^{2} f_{*} d z_{*}\right)^{2} \\
& \leq \frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right|^{2}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(\frac{3 R^{4}}{16}+16\left|\mathcal{V}_{\omega}^{0}\right|^{2}\right) e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{+}+2 \varepsilon_{0}\right)} t} \tag{5.6}
\end{align*}
$$

- (Estimate for $\mathcal{I}_{33}$ ). By direct calculation, one has

$$
\mathcal{I}_{33}=-2 \kappa_{1}\left(\theta-\theta_{c}\right) \int_{\Omega^{2}} \psi\left(\left|x-x_{*}\right|\right)\left(v-v_{c}\right) \cdot\left(\frac{v-v_{c}}{\theta}-\frac{v_{*}-v_{c}}{\theta_{*}}\right) f_{*} f d z_{*} d z
$$

$$
\begin{align*}
& \leq \frac{2 \kappa_{1}\left|\theta-\theta_{c}\right|}{\theta_{c}^{0}-2 \varepsilon_{0}} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z+\frac{2 \kappa_{1}\left|\theta-\theta_{c}\right|}{\theta_{c}^{0}-2 \varepsilon_{0}} \int_{\Omega}\left|v_{*}-v_{c}\right|^{2} f_{*} d z_{*} \\
& \leq \frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right|^{2}+\frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left(\int_{\Omega}\left|v-v_{c}\right|^{2} f d z\right)^{2} \\
& \leq \frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}\left|\theta-\theta_{c}\right|^{2}+\frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}} 16\left|\mathcal{V}_{\omega}^{0}\right|^{2} e^{-\frac{\kappa_{1} \psi(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t} . \tag{5.7}
\end{align*}
$$

- (Estimate for $\mathcal{I}_{34}$ ). Similarly, one has

$$
\begin{align*}
\mathcal{I}_{34}= & 2\left(\theta-\theta_{c}\right)\left(x \cdot v-\int_{\Omega} x \cdot v f d z\right) \\
= & 2\left(\theta-\theta_{c}\right)\left(x \cdot v-\int_{\Omega}\left(x-x_{c}\right) \cdot\left(v-v_{c}\right) f d z-x_{c} \cdot v_{c}\right) \\
\leq & 2\left|x-x_{c}\right|\left|\theta-\theta_{c}\right|\left(\int_{\Omega}\left|v-v_{c}\right|^{2} f d z\right)^{\frac{1}{2}}+2\left(\theta-\theta_{c}\right)\left(v \cdot\left(x-x_{c}\right)+x_{c} \cdot\left(v-v_{c}\right)\right) \\
\leq & R\left(\frac{\left|\theta-\theta_{c}\right|^{2}}{2}+\frac{1}{2} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z\right)+|v|\left(\left|\theta-\theta_{c}\right|^{2}+\left|x-x_{c}\right|^{2}\right) \\
& +\left|x_{c}\right|\left(\left|\theta-\theta_{c}\right|^{2}+\left|v-v_{c}\right|^{2}\right) \\
\leq & \left|\theta-\theta_{c}\right|^{2}\left(\frac{R}{2}+|v|+\left|x_{c}\right|\right)+\left|x_{c}\right|\left|v-v_{c}\right|^{2}+|v|\left|x-x_{c}\right|^{2}+\frac{R}{2} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z \\
\leq & 2\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right)\left|\theta-\theta_{c}\right|^{2}+\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right)\left(\left|v-v_{c}\right|^{2}+\left|x-x_{c}\right|^{2}\right) \\
& +\frac{R}{2} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z \\
\leq & 2\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right)\left|\theta-\theta_{c}\right|^{2}+\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right) \frac{R^{2}}{4} e^{-\frac{x_{1} \psi(R)}{12\left(\theta_{c}+2 \varepsilon_{0}\right)} t} \\
& +2 R \mathcal{V}_{\omega}^{0} e^{-\frac{x_{1} \psi(R)}{6\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)} t} . \tag{5.8}
\end{align*}
$$

Here we used Remark 2.2 to get

$$
|v| \leq\left|v-v_{c}\right|+\left|v_{c}\right| \leq \frac{R}{2}+\sqrt{2}\left|\omega_{c}^{0}\right| .
$$

Now, we collect all the estimates in (5.5)-(5.8) to derive the following differential inequality:

$$
\frac{d}{d s}\left|\theta-\theta_{c}\right|^{2} \leq-2\left(\frac{\kappa_{2} \zeta(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}-\frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}-\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right)\right)\left|\theta-\theta_{c}\right|^{2}
$$

$$
\begin{align*}
& +\frac{\kappa_{2} \varepsilon_{0}^{2}}{2 M\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}+\frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(\frac{3 R^{4}}{16}+16\left|\mathcal{V}_{\omega}^{0}\right|^{2}\right) e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t} \\
& +\frac{32\left|\mathcal{V}_{\omega}^{0}\right|^{2} \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}} e^{-\frac{\kappa_{1} \psi(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}+\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right) \frac{R^{2}}{4} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}+2 R \mathcal{V}_{\omega}^{0} e^{-\frac{\kappa_{1} \psi(R)}{6\left(\theta_{c}^{C}+2 \varepsilon_{0}\right)} t} \\
\leq- & 2\left[\frac{\kappa_{2} \zeta(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}-\frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}-\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right)\right]\left|\theta-\theta_{c}\right|^{2} \\
& +\frac{\varepsilon_{0}^{2}}{M} \frac{\kappa_{2}}{\left|\theta_{c}^{0}-2 \varepsilon_{0}\right|^{2}} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)\right.} t} \tag{5.9}
\end{align*}
$$

where we used the relation (7) in (3.6)

$$
\begin{aligned}
& \frac{\kappa_{1}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}\left(\frac{3 R^{4}}{16}+16\left|\mathcal{V}_{\omega}^{0}\right|^{2}\right)+\frac{32\left|\mathcal{V}_{\omega}^{0}\right|^{2} \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right) \frac{R^{2}}{4}+2 R \mathcal{V}_{\omega}^{0} \\
< & \frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} \frac{\varepsilon_{0}^{2}}{2 M} .
\end{aligned}
$$

Next, we again use the relation (6) in (3.6)

$$
\frac{\kappa_{2} \zeta(R)}{6\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}>\frac{2 \kappa_{1}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\left(\sqrt{2}\left|\omega_{c}^{0}\right|+\frac{R}{2}\right)
$$

to further simplify (5.9)

$$
\begin{equation*}
\frac{d}{d s}\left|\theta-\theta_{c}\right|^{2} \leq-\frac{\kappa_{2} \zeta(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}\left|\theta-\theta_{c}\right|^{2}+\frac{\varepsilon_{0}^{2}}{M} \frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t} . \tag{5.10}
\end{equation*}
$$

We apply Lemma 2.3 for (5.10) to get

$$
\begin{aligned}
\left|\theta-\theta_{c}\right|^{2} & \leq e^{-\frac{\kappa_{2} \zeta(R)}{3\left(\theta_{c}+2 \varepsilon_{0}\right)^{2}} t}\left|\theta-\theta_{c}(0)\right|^{2}+\frac{\frac{1}{M} \frac{\kappa_{2} \varepsilon_{0}^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}}{\frac{\kappa_{2} \zeta(R)}{3\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)^{2}}-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}}\left(e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}-e^{-\frac{\kappa_{2} \zeta(R)}{3\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)^{2}} t}\right) \\
& \leq e^{-\frac{\kappa_{2} \zeta(R)}{3\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)^{2}} t} \frac{\varepsilon_{0}^{2}}{4 M}+\frac{12}{M} \frac{\varepsilon_{0}^{2}}{\zeta(R)} \frac{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t} \\
& <\frac{\varepsilon_{0}^{2}}{2} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\left(\theta_{c}^{c}+2 \varepsilon_{0}\right)\right.} t},
\end{aligned}
$$

where we used the relations (3) in (3.6)

$$
\frac{\kappa_{2} \zeta(R)}{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}} \geq \frac{\kappa_{1}}{3\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)} \geq \frac{\kappa_{1} \psi(R)}{3\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)}, \quad \frac{12}{M} \frac{1}{\zeta(R)} \frac{\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)^{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}=\frac{1}{4} .
$$

Hence we improve the first ansatz (3.3) and prove this proposition.

## 6 Proof of Theorem 3.1

In this section, we provide a proof of Theorem 3.1. For this, it sufficies to show that the first ansatz (3.3) holds in the whole-time interval $[0, \infty)$. We define

$$
\mathcal{S}:=\left\{\tau>0: \cup_{0 \leq t \leq \tau} \Omega_{\theta}(f, t) \subseteq B_{\varepsilon_{0}}\left(\theta_{c}(t)\right), \theta_{c}^{0}-\varepsilon_{0}<\theta_{c}(t)<\theta_{c}^{0}+\varepsilon_{0} \text { for } t \in(0, \tau)\right\} .
$$

By the assumption (3.2) and the continuity of $\theta, \mathcal{S}$ is not empty and thus, we set its supremum $\tau^{*}$

$$
\mathcal{S} \neq \varnothing, \quad \tau^{*}:=\sup \mathcal{S}
$$

If $\tau^{*}=\infty$, then we are done. So we assume the contrary holds, i.e.,

$$
\tau^{*}<\infty
$$

Then, we have

$$
\text { either } \quad\left|\theta\left(\tau^{*}\right)-\theta_{c}\left(\tau^{*}\right)\right|=\varepsilon_{0} \quad \text { or } \quad\left|\theta_{c}\left(\tau^{*}\right)-\theta_{c}^{0}\right|=\varepsilon_{0} .
$$

Next, we will show that the above two cases lead to contradictions, and we conclude $\tau^{*}=\infty$.

Case A. Suppose that $\left|\theta\left(\tau^{*}\right)-\theta_{c}\left(\tau^{*}\right)\right|=\varepsilon_{0}$. In this case, we can repeat the proof of Proposition 5.2 to get

$$
\varepsilon_{0}^{2}=\left|\theta\left(\tau^{*}\right)-\theta_{c}\left(\tau^{*}\right)\right|^{2}<\frac{\varepsilon_{0}^{2}}{2} e^{-\frac{\kappa_{1} \psi(R)}{12\left(\theta_{c}^{\theta}+2 \varepsilon_{0}\right)} \tau^{*}} \leq \frac{\varepsilon_{0}^{2}}{2}
$$

which yields a contradiction.
Case B. If there exists $\tau^{*}<\infty$ such that

$$
\left|\theta_{c}\left(\tau^{*}\right)-\theta_{c}^{0}\right|=\varepsilon_{0} .
$$

From Remark 2.2, one has

$$
\theta_{c}(t)=\theta_{c}(0)+\frac{1}{2}\left|v_{c}(0)\right|^{2}+\frac{1}{2} \int_{\Omega}\left|v-v_{c}(0)\right|^{2} f^{0} d z-\frac{1}{2}\left|v_{c}(t)\right|^{2}-\frac{1}{2} \int_{\Omega}\left|v-v_{c}(t)\right|^{2} f d z .
$$

This yields

$$
\begin{aligned}
& \theta_{c}\left(t^{*}\right) \geq \theta_{c}(0)-\frac{1}{2}\left|v_{c}\right|^{2}-\frac{1}{2} \int_{\Omega}\left|v-v_{c}\right|^{2} f d z \geq \theta_{c}^{0}-\left(\left|v_{c}(0)\right|^{2}+\left|x_{c}(0)\right|^{2}\right)-\frac{R^{2}}{8}>\theta_{c}^{0}-\varepsilon_{0} \\
& \theta_{c}\left(t^{*}\right) \leq \theta_{c}(0)+\frac{1}{2}\left|v_{c}(0)\right|^{2}+\frac{1}{2} \int_{\Omega}\left|v-v_{c}(0)\right|^{2} f^{0} d z \leq \theta_{c}^{0}+\frac{1}{2}\left|v_{c}(0)\right|^{2}+\frac{R^{2}}{32 K}<\theta_{c}^{0}+\varepsilon_{0}
\end{aligned}
$$

where we used the relations (8) in (3.6)

$$
\left|v_{c}(0)\right|^{2}+\left|x_{c}(0)\right|^{2}+\frac{R^{2}}{8}<\varepsilon_{0}, \quad \frac{1}{2}\left|v_{c}(0)\right|^{2}+\frac{R^{2}}{32 K}<\varepsilon_{0}
$$

Thus we have

$$
\theta_{c}^{0}-\varepsilon_{0}<\theta_{c}\left(t^{*}\right)<\theta_{c}^{0}+\varepsilon_{0},
$$

which yields a contradiction. Therefore for $t \in[0, \infty)$, we have

$$
\left|\theta(t)-\theta_{c}(t)\right|<\varepsilon_{0} \quad \text { for } \quad \theta \in \cup_{t \geq 0} \Omega_{\theta}(f, t), \quad \Omega_{\theta}(f, t) \subseteq\left(\theta_{c}^{0}-2 \varepsilon_{0}, \theta_{c}^{0}+2 \varepsilon_{0}\right)
$$

Thus, it follows from Propositions 4.2 and 5.2 that the relations
$\left|x-x_{c}(t)\right|<\frac{R}{2} e^{-\frac{1}{24} \frac{\kappa_{1} \psi(R)}{\left(\theta_{c}+2 \varepsilon_{0}\right)} t}, \quad\left|v-v_{c}(t)\right|<\frac{R}{2} e^{-\frac{1}{24} \frac{\kappa_{1} \psi(R)}{\left(\theta_{c}^{+}+2 \varepsilon_{0}\right)} t}, \quad\left|\theta-\theta_{c}(t)\right|<\frac{\varepsilon_{0}}{2} e^{-\frac{\kappa_{1} \psi(R)}{24\left(\theta_{c}^{+}+2 \varepsilon_{0}\right)} t}$
imply

$$
d_{x}[f] \leq 2\left|x-x_{c}\right| \leq R e^{-\frac{\kappa_{1} \psi(R)}{24\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}, \quad d_{v}[f] \leq R e^{-\frac{\kappa_{1} \psi(R)}{24\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}, \quad d_{\theta}[f] \leq \varepsilon_{0} e^{-\frac{\kappa_{1} \psi(R)}{24\left(\theta_{c}^{0}+2 \varepsilon_{0}\right)} t}
$$

and we complete the proof of main theorem.

## 7 Conclusion

In this paper, we have studied the asymptotic formation of periodically rotating one-point cluster for the kinetic TCS model in a harmonic potential field. Specifically, we provide a sufficient framework leading to the exponential relaxations of position, velocity and temperature toward one-point cluster. The framework is formulated in terms of well-prepared initial configuration, communication weight functions and coupling strengths. For the full kinetic TCS model, to guarantee the positivity of temperature variables in the whole-time interval, we first make an ansatz so that the support of the kinetic density in temperature variable is always away from zero in some short-time interval. Then we get the local existence of the solution for the kinetic TCS model, and derive the exponential decay properties for the fluctuations of position and velocity for the characteristic system via the dissipative differential inequality in the same small-time interval. Using this result, one can deduce that fluctuations of temperature decays exponentially to zero which improves the ansatz. By the continuity argument, we derived uniform bounds and exponential decay properties of position, velocity and temperature-diameter functionals in the whole-time interval. We also provided a global well-posedness of classical solutions for the full kinetic TCS model by the uniform bound of the kinetic density in any finite-time interval in the Appendix.

## Appendix A. A unique global solvability of classical solution

In this appendix, we briefly discuss a unique global solvability of smooth solution to the kinetic TCS model.

Note that the local existence of classical solution will be followed from the standard fixed point argument. Thus, we focus on a priori $C^{1}$-bound of $f$ to conclude a global existence of classical solution for the kinetic TCS model.

Theorem A.1. Suppose the framework $\left(\mathcal{F}_{A}\right)-\left(\mathcal{F}_{C}\right)$ holds, and the initial datum $f^{0}$ is $C^{2}$-regular and bounded

$$
\sum_{0 \leq|\alpha|+|\beta|+|\gamma| \leq 2}\left\|\nabla_{x}^{\alpha} \nabla_{v}^{\beta} \partial_{\theta}^{\gamma} f^{0}\right\|_{L_{x, v, \theta}^{\infty}}<\infty
$$

Then, for any $T \in(0, \infty)$, there exists a unique classical solution $f \in C^{1}([0, T) \times \Omega)$ to (1.3).
Proof. To get the desired estimate, it suffices to derive $W^{2, \infty}$-estimate of $f$. For this, we only verify $W^{1, \infty}$-estimate of $f$, and similarly we can derive $W^{2, \infty}$-estimate as well after tedious calculations. First, we represent Eq. (1.3) in terms of the nonlinear transport operator

$$
\mathcal{T}:=\partial_{t}+v \cdot \nabla_{x}+\mathcal{F}[f] \cdot \nabla_{v}+\mathcal{G}[f] \partial_{\theta} .
$$

Then, we have

$$
\begin{align*}
\mathcal{T}(f)=- & f \nabla_{v} \cdot \mathcal{F}[f]-f \partial_{\theta} \mathcal{G}[f], \\
\mathcal{T}\left(\partial_{x_{i}} f\right)= & -\partial_{x_{i}} \mathcal{F}[f] \cdot \nabla_{v} f-\partial_{x_{i}} \mathcal{G}[f] \partial_{\theta} f-\nabla_{v} \cdot \partial_{x_{i}} \mathcal{F}[f] f \\
& -\nabla_{v} \cdot \mathcal{F}[f] \partial_{x_{i}} f-\partial_{\theta} \partial_{x_{i}} \mathcal{G}[f] f-\partial_{\theta} \mathcal{G}[f] \partial_{x_{i}} f, \\
\mathcal{T}\left(\partial_{v_{i}} f\right)= & -\partial_{x_{i}} f-\partial_{v_{i}} \mathcal{F}[f] \cdot \nabla_{v} f-\nabla_{v} \cdot \mathcal{F}[f] \partial_{v_{i}} f-\partial_{\theta} \mathcal{G}[f] \partial_{v_{i}} f,  \tag{A.1}\\
\mathcal{T}\left(\partial_{\theta} f\right)= & -\partial_{\theta} \mathcal{F}[f] \cdot \nabla_{v} f-2 \partial_{\theta} \mathcal{G}[f] \partial_{\theta} f-\partial_{\theta} \nabla_{v} \cdot \mathcal{F}[f] f \\
& -\nabla_{v} \cdot \mathcal{F}[f] \partial_{\theta} f-\partial_{\theta}^{2} \mathcal{G}[f] f .
\end{align*}
$$

Moreover, one has

$$
\begin{align*}
& \left|\nabla_{v} \cdot \mathcal{F}[f]\right| \leq \frac{\kappa_{1} d}{\theta_{c}^{0}-2 \varepsilon_{0}}, \quad\left|\partial_{x_{i}} \mathcal{F}[f]\right| \leq \frac{\kappa_{1}\|\nabla \psi\|_{L^{\infty}} R}{\theta_{c}^{0}-2 \varepsilon_{0}}+1,  \tag{A.2a}\\
& \left|\partial_{\theta} \mathcal{G}[f]\right| \leq \frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}+\frac{\kappa_{1} R}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}, \tag{A.2b}
\end{align*}
$$

$$
\begin{align*}
& \left|\partial_{x_{i}} \mathcal{G}[f]\right| \leq \frac{2 \kappa_{2}\|\nabla \zeta(0)\|_{L^{\infty}}}{\theta_{c}^{0}-2 \varepsilon_{0}}+\frac{\kappa_{1}\|\nabla \psi\|_{L^{\infty}} R^{2}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)}+R,  \tag{A.2c}\\
& \left|\nabla_{v} \cdot \partial_{x_{i}} \mathcal{F}[f]\right| \leq \frac{\kappa_{1} d\|\nabla \psi\|_{L^{\infty}}}{\theta_{c}^{0}-2 \varepsilon_{0}}, \quad\left|\partial_{\theta} \mathcal{F}[f]\right| \leq \frac{\kappa_{1} R}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}},  \tag{A.2d}\\
& \left|\partial_{\theta} \partial_{x_{i}} \mathcal{G}[f]\right| \leq \frac{\kappa_{2}\|\nabla \zeta(0)\|_{L^{\infty}}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}+\frac{\kappa_{1}\|\nabla \psi(0)\|_{L^{\infty}} R^{2}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}},  \tag{A.2e}\\
& \left|\partial_{\theta} \nabla_{v} \cdot \mathcal{F}[f]\right| \leq \frac{\kappa_{1} d}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{2}}, \quad\left|\partial_{\theta}^{2} \mathcal{G}[f]\right| \leq \frac{\kappa_{2}}{\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{3}}+\frac{\kappa_{1} R^{2}}{2\left(\theta_{c}^{0}-2 \varepsilon_{0}\right)^{3}} . \tag{A.2f}
\end{align*}
$$

Now we combine (A.1) and (A.2) together and claim that there exists a positive constant $C$ depending only on the communication weight functions ( $\psi$ and $\zeta$ ), coupling strengths ( $\kappa_{1}$ and $\kappa_{2}$ ) and initial datum $f^{0}$, such that

$$
\begin{equation*}
\mathcal{T}\left(\sum_{0 \leq|\alpha|+|\beta|+|\gamma| \leq 1} \nabla_{x}^{\alpha} \nabla_{v}^{\beta} \partial_{\theta}^{\gamma} f\right) \leq C \sum_{0 \leq|\alpha|+|\beta|+|\gamma| \leq 1} \nabla_{x}^{\alpha} \nabla_{v}^{\beta} \partial_{\theta}^{\gamma} f . \tag{A.3}
\end{equation*}
$$

Define the functional $\mathscr{F}(t)$ measuring the $W^{1, \infty}$-norm of $f(\cdot, t)$

$$
\mathscr{F}(t):=\sum_{0 \leq|\alpha|+|\beta|+|\gamma| \leq 1}\left\|\nabla_{x}^{\alpha} \nabla_{v}^{\beta} \partial_{\theta}^{\gamma} f\right\|_{L_{x, v, \theta}^{\infty}} .
$$

Then the differential inequality (A.3) implies that along the characteristic (4.10), one has

$$
\frac{d}{d t} \mathscr{F}(t) \leq C \mathscr{F}(t)
$$

This yields

$$
\begin{equation*}
\mathscr{F}(t) \leq \mathscr{F}(0) e^{C t}, \quad t>0 . \tag{A.4}
\end{equation*}
$$

Equipped with this a priori $W^{1, \infty}$-norm estimate, standard continuation principle yields a global extension of a local classical solution. The uniqueness part can be done by deriving similar estimate like (A.3) for the difference of two solutions using the a priori bounds (A.4).
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