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Abstract. Numerical methods for the nonlinear Dirac equation (NDE) in the massless

nonrelativistic regime are considered. In this regime, the equation contains a small di-

mensionless parameter 0 < ǫ ≤ 1, and its solution is highly oscillatory in time. We

present and analyze traditional numerical schemes for the NDE, including finite differ-

ence methods, time-splitting methods and exponential integrators. Error analysis indi-

cates that all these methods require an ǫ-dependent time-step size to achieve an optimal

convergence order. Utilizing an operator splitting technique, we propose a uniformly ac-

curate (UA) scheme. The scheme enables first-order convergence in time for all ǫ ∈ (0,1]

without restrictions on time-step size. Error estimates for the UA scheme are rigorously

established and numerical results confirm the properties of the method.
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1. Introduction

The equation derived by Paul Dirac [21, 22] for describing spin-1/2 massive particles

was named after him. It plays an important role in particle physics and relativistic quan-

tum mechanics since then. It predicts the existence of positrons, and it is consistent with

both the principle of quantum mechanics and the theory of special relativity. Later on,

in 1938, Ivanenko [30] introduced a nonlinear Dirac equation by taking into account the

self-interaction of particles. It has received considerable attention in mathematical and
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physical studies [25,31], especially on solitary wave solutions [2,28,39,46]. Recently, the

Dirac equation and the NDE attract renewed interests since they can be adopted to study

graphene and Bose-Einstein condensates [1,23,26].

In this work, we consider the following one-dimensional NDE [5,7,10,21,22] on a torus

T= R/(2π) with periodic boundary conditions:

iħh∂tu(t, x) = −icħhα∂xu(t, x) +mc2βu(t, x)

+ eVu(t, x) + F
�
u(t, x)
�
, t > 0, x ∈ T,

u(0, x) = u0(x), x ∈ T,

where

u := u(t, x) =
�
u1(t, x),u2(t, x)

�T
: [0,+∞)×T→ C2

is the complex-valued vector wave function of the spinor field, V := V (x) the real-valued

electrical potential, ħh the Planck constant, c the speed of light, m the mass, and e the unit

charge. We take the nonlinearity as F(u) = λ(u∗βu)βu with λ ∈ R denoting the strength

of the nonlinear interaction [43] and u∗ = u
T
, while u denotes the complex conjugate of u,

and α,β are the Pauli matrices

α =

�
0 1

1 0

�
, β =

�
1 0

0 −1

�
.

Using the nondimensionalization

x̃ =
x

xs

, t̃ =
t

ts

, Ṽ =
V

As

, ũ=
u

us

,

where xs, ts = ms x2
s
/ħh, As = ms x2

s
/et2

s
, us = x−1/2

s
and ms are respectively dimensionless

length, time, potential, spinor field, and mass units — cf. [4, 5], and removing tilde e
everywhere, we arrive at a dimensionless form of the nonlinear Dirac equation — viz.

i∂tu(t, x) = −i
1

ǫ
α∂x u(t, x) +δβu(t, x)

+ Vu(t, x) + F
�
u(t, x)
�
, t > 0, x ∈ T,

u(0, x) = u0(x), x ∈ T

(1.1)

with δ = m0/ǫ
2. Note that 0< ǫ, m0 ≤ 1 the dimensionless parameters defined by

ǫ :=
xs

tsc
=

vs

c
, m0 :=

m

ms

,

where vs = xs/ts is the dimensionless velocity unit, ǫ the ratio between the wave velocity

and the speed of light — i.e. it is inversely proportional to the speed of light, and m0 the

ratio between the mass of the particle m and the dimensionless mass unit ms.

Under different scaling, the Eq. (1.1) corresponds to different parameter regimes, in-

cluding the standard (classical) regime (ǫ = m0 = 1), the nonrelativistic regime (m0 =
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Figure 1: Real part of wave functions u(2, x) and u(t , 0) for the Dirac equation (1.1) for various ǫ.

1,0 < ǫ ≪ 1), the massless regime (ǫ = 1,0 < m0 ≪ 1), and the simultaneously massless

and nonrelativistic regime (0< ǫ, m0≪ 1). There are extensive theoretical and numerical

studies of nonlinear and linear Dirac equations in these regimes — cf. [3–6,10,13–15,24,

33,34,42,45] and references therein.

In this paper, we mainly consider the massless nonrelativistic regime — i.e. the situation

where δ = O (1) (m0 = O (ǫ
2)), 0< ǫ≪ 1. In this regime, the mass of the particle is much

smaller than the mass unit, the wave speed is much smaller than the speed of light, and the

NDE (1.1) becomes a highly oscillatory dispersive partial differential equation [10]. More

precisely, the solution to (1.1) is highly oscillatory in time and also propagates rapidly in

space. To illustrate this, we show the solution in Fig. 1 with δ = 1, V (x) = 2 sin(x) and

initial data

u0(x) =

�
sin(x)

2+ cos(x)2
,

cos(x)

2+ sin(x)

�T
, x ∈ T = (−π,π)

for various ǫ.

It is well known that the highly temporal oscillation brings severe burdens to numerical

computation [7,14] i.e. the time-step size (or even the mesh size) of a numerical method

is mostly restricted to be smaller than the oscillatory wavelength. Otherwise, the method

is unable to capture the oscillation and loses its accuracy. To enhance the computational

efficiency and stability in real applications, it is necessary to develop a uniformly accurate

method, which resolves the solution without restrictions on the time-step and mesh sizes.

Recently, several kinds of UA methods have been designed for solving highly oscillatory

equations [8, 9, 11, 17, 19, 20]. The multiscale time integrator and the exponential-type

integrator with twisted variables both rewrite the equation to new systems without domi-

nant oscillation. The former adopts a multiscale expansion of the solution [8, 9], and the

latter utilizes twisted variables [17, 19]. The two-scale method separates a new fast time

variable from the original slow time variable [19]. The nested Picard iteration integrator

(NPI) explicitly extracts the dominant highly oscillatory phases from the evolution opera-

tor [12, 15]. It can be seen that a UA method is usually based on a certain technique to

exactly deal with the (leading-order) highly oscillatory phases. However, once the equation
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changes, these techniques either vanish or usually need to be modified. Thus, each highly

oscillatory equation poses a new challenge in designing UA methods.

At present, there are various numerical methods for the NDE. However, to the best of

our knowledge, only a few studies study their performance in the massless nonrelativistic

regime. Therefore, one aim of this work is to analyze the meshing strategy requirements

of traditional numerical methods for the NDE (1.1) in the massless nonrelativistic regime,

including finite difference time domain, time-splitting, and exponential integrator methods.

It is shown that all these methods have to satisfy meshing strategy restrictions and become

less efficient if 0< ǫ≪ 1.

We also introduce and analyze a UA method for the NDE in the massless nonrelativistic

regime. The UA method is constructed by modifying the NPI method for the Dirac equation

and the NDE in the nonrelativistic regime [15,16]. The main novelty of this scheme is the

choice and splitting of the evolution operator. In the nonrelativistic regime [15,16], the free

Dirac operator T ǫ := (−iǫα∂x + β)/ǫ
2 is chosen to be the linear operator for constructing

the integral equation. After that, the (leading-order) highly oscillatory phases e±i t/ǫ2

can

be explicitly extracted from the evolution operator eiT ǫ t due to the following identity:

eiT ǫ t = ei t/ǫ2

eiA ǫ t
Π
T ǫ

+ + e−i t/ǫ2

e−iA ǫ t
Π
T ǫ

− ,

where

A ǫ =

p
Id − ǫ2∂x x − Id

ǫ2

is a bounded operator for all ǫ ∈ (0,1], and ΠT
ǫ

± are defined by

Π
T ǫ

± =
1

2

�
Id ± ǫ2
�
Id − ǫ2∂x x

�−1/2
T ǫ
�

with the identity operator Id . Thus, UA schemes can be generated with exact integration for

the highly oscillatory phases. However, the above approach can not be directly adopted in

the massless nonrelativistic regime, since the free Dirac operator changes to −iα∂x/ǫ+δβ

with δ = O (1) and the above identity vanishes. Interestingly, we found that the operator

α∂x enjoys a nice diagonalization form — viz.

α∂x = ∂xΠ+ − ∂xΠ−, (1.2)

where

Π+ =
1

2

�
1 1

1 1

�
, Π− =

1

2

�
1 −1

−1 1

�
.

Therefore, we take−iα∂x/ǫ as the linear operator and apply the Duhamel’s principle. Using

the nested Picard iteration and the evolution operator splitting

esα∂x/ǫ = es∂x/ǫΠ+ + e−s∂x/ǫΠ−, (1.3)

we can calculate all integral terms explicitly and exactly. Thus, we obtain a UA scheme

for the NDE (1.1), without restrictions on parameter ǫ or time-step size. Numerical exper-

iments and comparisons with finite difference, time-splitting, and exponential integrator

methods demonstrate the efficiency and advantage of the UA scheme proposed.
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The rest of the paper is organized as follows. In Sections 2-4, we analyze the meshing

strategy for finite difference, time-splitting, and the exponential integrator methods for the

NDE (1.1) in the massless nonrelativistic regime. Section 5 is devoted to the derivation and

analysis of the UA scheme. Numerical results are reported in Section 6 and conclusions are

drawn in Section 7.

We remark that this work focuses on time integrations, so that all the numerical methods

are presented in a semi-discretized form (in time). Besides, we only analyze the local

truncation error in time. The detailed error analysis with spatial discretizations is beyond

the scope of this work. In this work, we adopt standard notations of Sobolev spaces. Denote

Hm
p (T) =
�
u | u ∈ Hm(T), ∂ l

x u is periodic on T, l = 0, . . . , m− 1
	

,

W m,∞
p (T) =
�
u | u ∈W m,∞(T), ∂ l

xu is periodic on T, l = 0, . . . , m− 1
	

for m ∈ N and

L∞(I; S) =

n
u(t, x) | max

t∈I
‖u(t, ·)‖S <∞
o

.

Let 0< T < Tmax <∞ with Tmax being the maximal existence time (uniform in ǫ ∈ (0,1])

for the solutions to the NDE (1.1). We make the following assumptions for the electrical

potential and the exact solution u := u(t) = u(t, x) to the NDE (1.1)

(A) ‖V‖
W

q0,∞
p
≤ C ,

(B) ‖u‖L∞([0,T];(H
q0
p )

2) ≤ C , ‖∂tu‖L∞([0,T];(H
q0−1
p )2)

≤
C

ǫ
, ‖∂t tu‖L∞([0,T];(L2)2) ≤

C

ǫ2
,

where C is a generic constant, q0 is large enough to satisfy the regularity requirements in

space.

2. Finite Difference Methods

In this section, we consider two semi-implicit finite difference methods for solving the

NDE (1.1), viz.

I. First-order semi-implicit finite difference method (SIFD1)

i
un+1 − un

τ
= −

i

ǫ
α∂x un+1 +δβun + Vun + F(un), n≥ 0. (2.1)

II. Second-order semi-implicit finite difference method (SIFD2)

i
un+1 − un−1

2τ
= −

i

ǫ
α∂x

un+1 + un−1

2
+δβun + Vun + F(un), n≥ 1,

u1 = u0 − iτ

�
−

i

ǫ
α∂xu0 +δβu0 + Vu0 + F(u0)

�
.

(2.2)
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Here and in what follows, τ = ∆t > 0 is the time-step size, tn = nτ the time grid, and

un := un(x) ≈ u(tn, x), 0 ≤ n ≤ T/τ with the numerical solution u0 = u0(x) of the

Eq. (1.1). For simplicity, we will omit the spatial variable of time-space functions — e.g.

we write u(t) = u(t, x).

Analyzing the local truncation errors of the above methods, we can get a clue to the

meshing strategy restrictions. These methods are unconditionally stable and easy to imple-

ment. Since what we are concerned with the meshing strategy, we make the methods as

simple as possible. They may be different from the ones in [5, 27, 37, 40], although their

analysis can be similar. Using the Taylor’s expansion

u(tn+1) = u(tn) +τ

∫ 1

0

∂tu(tn + sτ)ds,

u(tn±1) = u(tn)±τ∂tu(tn) +τ
2

∫ 1

0

(1− s)∂ 2
t

u(tn ± sτ)ds,

and the NDE (1.1), we get the truncation error for SIFD1 as

ξn
SIFD1 :=

i

τ

�
u(tn+1)− u(tn)
�
+

i

ǫ
α∂xu(tn+1)−δβu(tn)− Vu(tn)− F

�
u(tn)
�

=

�
i

∫ 1

0

∂tu(tn + sτ)ds− i∂tu(tn)

�
+

i

ǫ
α
�
∂xu(tn+1)− ∂xu(tn)

�

+

�
i∂tu(tn) +

i

ǫ
α∂x u(tn)−δβu(tn)− Vu(tn)− F

�
u(tn)
��

= iτ

∫ 1

0

(1− s)∂ 2
t u(tn + sτ) ds+

iτ

ǫ
α

∫ 1

0

∂t∂xu(tn + sτ) ds,

and the truncation error for SIFD2 as

ξn
SIFD2 := i

u(tn+1)− u(tn−1)

2τ
+

i

ǫ
α∂x

u(tn+1) + u(tn−1)

2
−δβu(tn)− Vu(tn)− F

�
u(tn)
�

= i∂tu(tn) +
i

ǫ
α∂x u(tn)−δβu(tn)− Vu(tn)− F

�
u(tn)
�

+
iτ

2

∫ 1

0

(1− s)
�
∂ 2

t u(tn + sτ)− ∂ 2
t u(tn − sτ)
�

ds

+
iτ2

2ǫ
α

∫ 1

0

(1− s)∂x

�
∂ 2

t u(tn + sτ) + ∂ 2
t u(tn − sτ)
�

ds

=
iτ2

2

∫ 1

0

∫ s

−s

(1− s)∂ 3
t u(tn +wτ) dwds

+
iτ2

2ǫ
α

∫ 1

0

(1− s)∂x

�
∂ 2

t
u(tn + sτ) + ∂ 2

t
u(tn − sτ)
�

ds.
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It follows from assumption (B) that

ξn
SIFD1

= O
�
τ

ǫ2

�
, ξn

SIFD2
= O

�
τ2

ǫ3

�
,

which implies

1. Only with the meshing strategy τ ≤ Cǫ2, SIFD1 (2.1) can converge at its optimal

first-order accuracy.

2. Only with the meshing strategy τ ≤ Cǫ3/2, SIFD2 (2.2) can offer an optimal second-

order accuracy.

3. Time-Splitting Methods

Now, let us consider the time-splitting methods [32,35]. The methods begin by splitting

the NDE (1.1) into two sub-flows — i.e.

Ψ
k
t

: i∂tu = −
i

ǫ
α∂xu+δβu, t > 0, x ∈ T,

Ψ
p
t : i∂tu = Vu+ F(u), t > 0, x ∈ T.

For the above two resulting flows, we have the exact integration

Ψ
k
t

�
u(t0)
�

: u(t0 +τ) = e−iτ(−iα∂x/ǫ+δβ)u(t0),

Ψ
p
t

�
u(t0)
�

: u(t0 +τ) = e−iτ(V ·I d+λ(|u1(t0)|
2−|u2(t0)|

2)β)u(t0),

where Id is the identity operator. Then, the classical first-order Lie-Trotter splitting scheme

and the second-order the Strang splitting scheme for solving the NDE (1.1) have the form

Lie-Trotter: un+1 = Ψk
τ ◦Ψ

p
τ(u

n), n≥ 0, (3.1)

Strang: un+1 = Ψk
τ/2
◦Ψp
τ ◦Ψ

k
τ/2
(un), n≥ 0. (3.2)

In the following, we formally analyze their local truncation errors.

3.1. Lie-Trotter splitting

For the Lie-Trotter splitting scheme (3.1), the local truncation error is defined as

ξn := u(tn+1)−Ψ
k
τ ◦Ψ

p
τ

�
u(tn)
�
.

Applying the Duhamel’s formula to (1.1), we have

u(tn + s) = e−isΓu(tn)− i

∫ s

0

e−i(s−w)ΓBn(w)u(tn +w) dw, 0≤ s ≤ τ, n≥ 0 (3.3)
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with Γ := −iα∂x/ǫ +δβ and

Bn(w) := V · Id +λ
�
(u(tn +w))∗βu(tn +w)

�
β .

For s = τ we have

u(tn+1) = e−iτΓu(tn)− i

∫ τ

0

e−i(τ−s)ΓBn(s)u(tn + s) ds. (3.4)

As to Ψk
τ ◦Ψ

p
τ(u(tn)), by Taylor’s expansion, we have

Ψ
p
τ

�
u(tn)
�
= e−iτBn

u(tn) = u(tn)− iτBnu(tn) + ξ
n
1,

Ψ
k
τ ◦Ψ

p
τ

�
u(tn)
�
= e−iτΓ

Ψ
p
τ

�
u(tn)
�
= e−iτΓ
�
u(tn)− iτBnu(tn) + ξ

n
1

�

with Bn := Bn(0) and

ξn
1 := −τ2(Bn)2
∫ 1

0

(1− s)e−isτBn

u(tn) ds.

It follows that the truncation error of the Lie-Trotter splitting scheme (3.1) can be written

as

ξn = e−iτΓ

�
iτBnu(tn)− i

∫ τ

0

eisΓBn(s)u(tn + s) ds+ ξn
1

�

= e−iτΓ

�
i

∫ τ

0

�
Gn(0)− Gn(s)
�

ds+ ξn
1

�

= e−iτΓ

�
−i

∫ τ

0

∫ s

0

∂wGn(w) dwds+ ξn
1

�
,

where Gn(w) := eiwΓBn(w)u(tn +w). Since Γ = O (1/ǫ), assumptions (A) and (B) give

ξn
1
= O
�
τ2
�

, ∂wGn(w) = O

�
1

ǫ

�
for all w ∈ [0,τ].

It follows that ξn = O (τ2/ǫ). This implies the first-order accuracy of the Lie-Trotter splitting

scheme (3.1) with the meshing strategy τ≤ Cǫ.

3.2. Strang splitting

The local truncation error of the Strang splitting scheme (3.2) is defined as

ξn := u(tn+1)−Ψ
k
τ/2
◦Ψp
τ ◦Ψ

k
τ/2

�
u(tn)
�
.

Substituting (3.3) into (3.4), we write u(tn+1) as

u(tn+1) = e−iτΓu(tn)− i

∫ τ

0

e−i(τ−s)ΓBn(s)e−isΓu(tn) ds

−

∫ τ

0

∫ s

0

e−i(τ−s)ΓBn(s)e−i(s−w)ΓBn(w)u(tn +w) dwds. (3.5)



Numerical Methods for Nonlinear Dirac Equation 87

Besides, the term Ψk
τ/2
◦Ψ

p
τ ◦Ψ

k
τ/2
(u(tn)) can be written as

Ψ
k
τ/2
◦Ψp
τ ◦Ψ

k
τ/2

�
u(tn)
�
= e−iτΓ/2e−iτeBn

e−iτΓ/2u(tn),

where
eBn = V · Id +λ

��
e−iτΓ/2u(tn)
�∗
βe−iτΓ/2u(tn)
�
β .

Using the Taylor’s expansion of

e−iτeBn

= Id − iτeBn −τ2(eBn)2
∫ 1

0

(1− s)e−isτeBn

ds,

we have

Ψ
k
τ/2
◦Ψp
τ ◦Ψ

k
τ/2

�
u(tn)
�

= e−iτΓu(tn)− iτe−iτΓ/2eBne−iτΓ/2u(tn)

− τ2e−iτΓ/2(eBn)2
∫ 1

0

(1− s)e−isτeBn

e−iτΓ/2u(tn) ds.

Subtracting it from (3.5), we write the local truncation of the Strang splitting scheme (3.2) as

ξn =

�
iτGn

1

�
τ

2

�
− i

∫ τ

0

Gn
1 (s) ds

�
+

�
τ2

2
Gn

2

�
τ

2
,
τ

2

�
−

∫ τ

0

∫ s

0

Gn
2(s, w) dwds

�
+ηn

1+η
n
2+η

n
3

with

Gn
1 (s) := e−i(τ−s)ΓBn(s)e−isΓu(tn),

Gn
2 (s, w) := e−i(τ−s)ΓBn(s)e−i(s−w)ΓBn(w)e−iwΓu(tn),

ηn
1 := iτ
�

e−iτΓ/2eBne−iτΓ/2u(tn)− Gn
1

�
τ

2

��
,

ηn
2 :=

∫ τ

0

∫ s

0

�
Gn

2 (s, w)− e−i(τ−s)ΓBn(s)e−i(s−w)ΓBn(w)u(tn +w)
�

dwds,

ηn
3

:= τ2

�
e−iτΓ/2(eBn)2
∫ 1

0

(1− s)e−isτeBn

e−iτΓ/2u(tn) ds−
1

2
Gn

2

�
τ

2
,
τ

2

��
.

Next, we estimate the expression ξn term by term under assumptions (A) and (B).

According to the quadrature rules and the Taylor’s expansion, we have

iτGn
1

�τ
2

�
− i

∫ τ

0

Gn
1(s) ds = −i

∫ τ

0

∫ s

0

(s−w)∂ 2
w Gn

1(w) dwds = O

�
τ3

ǫ2

�
,

τ2

2
Gn

2

�
τ

2
,
τ

2

�
−

∫ τ

0

∫ s

0

Gn
2 (s, w) dwds

=

∫ τ

0

∫ s

0

�∫ τ/2

s

∂σ1
Gn

2

�
σ1,
τ

2

�
dσ1 +

∫ τ/2

w

∂σ2
Gn

2 (s,σ2) dσ2

�
dwds = O

�
τ3

ǫ

�
.
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Recalling the Eq. (3.3) gives

ηn
2 = −

∫ τ

0

∫ s

0

∫ w

0

e−i(τ−s)ΓBn(s)e−i(s−w)ΓBn(w)e−i(w−σ)ΓBn(σ)u(tn+σ) dσdwds = O
�
τ3
�

.

In order to estimate ηn
1 and ηn

3, we first measure the difference between u(tn + τ/2) and

e−iτΓ/2u(tn). Employing (3.3) and Taylor’s expansion again gives

u

�
tn +

τ

2

�
= e−iτΓ/2u(tn)− i

∫ τ/2

0

e−i(τ/2−w)ΓBn(w)u(tn +w) dw

= e−iτΓ/2u(tn)− i
τ

2
e−iτΓ/2Bnu(tn) + O

�
τ2

ǫ

�
.

Since Bn and β are real and diagonal, we have

�
u(tn)
�∗
β
�
iBnu(tn)
�
+
�
iBnu(tn)
�∗
βu(tn) = 0.

In addition, by diagonalizing Γ we show the relation

�
e−iτΓ/2u(tn)
�∗
β
�
ie−iτΓ/2Bnu(tn)

�
+
�
ie−iτΓ/2Bnu(tn)

�∗
βe−iτΓ/2u(tn) = 0.

Thus,

�
u
�

tn +
τ

2

��∗
βu
�

tn +
τ

2

�
−
�
e−iτΓ/2u(tn)
�∗
βe−iτΓ/2u(tn) = O

�
τ2

ǫ

�
,

which implies eBn − Bn(τ/2) = O (τ2/ǫ). Consequently, we get

ηn
1 = τe−iτΓ/2
�
eBn − Bn
�τ

2

��
e−iτΓ/2u(tn) = O

�
τ3

ǫ

�
,

ηn
3 = τ

2e−iτΓ/2

�
(eBn)2
∫ 1

0

(1− s)e−isτeBn

ds−
1

2

�
Bn
�
τ

2

��2�
e−iτΓ/2u(tn)

= O
�
τ3
�
+ O

�
τ4

ǫ

�
.

Therefore, the local truncation error of the Strang splitting scheme (3.2) is ξn = O (τ3/ǫ2),

and it is second-order accurate with the meshing strategy τ ≤ Cǫ.

4. Exponential Integrators

In this section, we consider the exponential integrators [29] for solving the NDE (1.1),

which are constructed based on the integral form of the solution

u (tn+1) = e−iτΓu (tn)− i

∫ τ

0

e−i(τ−s)ΓH
�
u (tn + s)
�
ds, n≥ 0 (4.1)
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with H(u) := Vu + λ(u∗βu)βu. Approximating H(u(tn + s)) by H(u(tn)) and H(u(tn)) +

(s/τ)(H(u(tn)) − H(u(tn−1))) respectively result in the first-order exponential integra-

tor (EI1)

un+1 = e−iτΓun − iτϕ1(−iτΓ )H(un), n≥ 0,

and the second-order exponential integrator (EI2)

u1 = e−iτΓu0 − iτϕ1(−iτΓ )H(u0),

un+1 = e−iτΓun − iτϕ1(−iτΓ )H(un)− iτϕ2(−iτΓ )
�
H(un)−H(un−1)

�
, n≥ 1

with

ϕ1(z) =
ez − 1

z
, ϕ2(z) =

ez − z − 1

z2
. (4.2)

Therefore, the corresponding truncation errors are

ξn
EI1 := u(tn+1)− e−iτΓu(tn)− iτϕ1(−iτΓ )H

�
u(tn)
�

= − i

∫ τ

0

e−i(τ−s)Γ
�
H
�
u(tn + s)
�
−H
�
u(tn)
��

ds

= − i

∫ τ

0

∫ s

0

e−i(τ−s)Γ∂wH
�
u(tn +w)
�

dwds,

ξn
EI2

:= u(tn+1)− e−iτΓu(tn)− iτϕ1(−iτΓ )H
�
u(tn)
�

− iτϕ2(−iτΓ )
�
H
�
u(tn)
�
−H
�
u(tn−1)
��

= − i

∫ τ

0

e−i(τ−s)Γ
�

H
�
u(tn + s)
�
−H
�
u(tn)
�
−

s

τ

�
H
�
u(tn)
�
−H
�
u(tn−1)
���

ds

= −
i

τ

∫ τ

0

e−i(τ−s)Γ

∫ s

0

∫ 0

−τ

∫ σ

ρ

∂ 2
w

H
�
u(tn +w)
�

dwdρdσds.

According to assumptions (A) and (B), it can be seen that

∂wH
�
u(tn +w)
�
= O

�
1

ǫ

�
, ∂ 2

w H
�
u(tn +w)
�
= O

�
1

ǫ2

�
for all w ∈ [0,τ],

which implies that ξEI1 = O (τ
2/ǫ), ξEI2 = O (τ

3/ǫ2). Therefore, EI1 and EI2 can reach

their optimal convergence rates only when the meshing strategy is τ ≤ Cǫ.

5. Uniformly Accurate Methods

It can be seen that the above classical methods all need to impose restrictions on the

time-step size to achieve optimal convergence accuracies. This causes inconvenience and

inefficiency in practical computing. Therefore, in this section we present a uniformly ac-

curate method for solving the NDE (1.1) in the massless nonrelativistic regime, without

restrictions on the time-step size for all ǫ ∈ (0,1].
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As already mentioned, in order to design a UA method, one needs to utilize a certain

technique to explicitly filter out the dominant highly oscillatory phases and deal with them

exactly. The technique we use here is still operator splitting, but it is different from that in

[15,16]. In [15,16], the authors solve the Dirac equation and an NDE in the nonrelativistic

regime — i.e. the Eq. (1.1) with δ = 1/ǫ2. In the nonrelativistic regime, the mass term —

i.e. δβu(t, x), is an O (1/ǫ2) term and it has to be treated explicitly and exactly. Therefore,

when writing the equation in an integral form with Duhamel’s principle, the mass term has

to be involved in the linear part as in (4.1). Otherwise, it appears in the integration and

causes a large error after approximation.

However, things have changed in our case. In the massless and nonrelativistic regime,

the mass term becomes O (1), so that −iα∂x u(t, x)/ǫ can be treated linearly. Therefore,

we apply the Duhamel’s principle for the NDE (1.1) by dropping the mass term into the

integration as

u(tn + s) = e−sα∂x/ǫu(tn)

− i

∫ s

0

e−(s−w)α∂x/ǫ
�
δβu(tn +w) + Vu(tn +w) + F

�
u(tn +w)
��

dw. (5.1)

The advantage of this integral form is that the linear operator α∂x and the evolution op-

erator e(s−w)α∂x/ǫ can be perfectly diagonalized similar to (1.2)-(1.3). It can be seen from

(1.3) that we can explicitly extract the highly oscillatory phases ±es∂x/ǫ from the evolution

operator. Thus, the integral can be calculated exactly after applying the nested Picard iter-

ation, resulting in a UA scheme. The detailed derivation based on assumptions (A) and (B),

is presented below.

5.1. A uniformly accurate scheme

The UA scheme is constructed based on the integral equation (5.1) and the nested Picard

iteration. More exactly, we take a robust approximate of u(tn+w) by dropping the integral

term of (5.1), i.e.

un,0(w) := e−wα∂x/ǫu(tn), 0≤ w ≤ s ≤ τ. (5.2)

Replace u(tn +w) in (5.1) by un,0(w), and obtain a refined approximation of u(tn + s), viz.

un,1(s) := e−sα∂x/ǫu(tn)− i

∫ s

0

e−(s−w)α∂x/ǫ
�
δβun,0(w) + Vun,0(w) + F

�
un,0(w)
� �

dw. (5.3)

Calculating the above integral exactly, we could obtain a first-order UA scheme. Define

I1(tn, s) := δ

∫ s

0

ewα∂x/ǫβun,0(w) dw = δ

∫ s

0

ewα∂x/ǫβe−wα∂x/ǫu(tn)dw,

I2(tn, s) :=

∫ s

0

ewα∂x/ǫVun,0(w) dw =

∫ s

0

ewα∂x/ǫVe−wα∂x/ǫu(tn)dw,

I3(tn, s) :=

∫ s

0

ewα∂x/ǫF(un,0(w)) dw =

∫ s

0

ewα∂x/ǫF
�
e−wα∂x/ǫu(tn)
�
dw.

(5.4)
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Since the operators in the integrand are not commutative, these integrals are not easy to

calculate. However, they can be exactly integrated by employing an operator splitting. Thus

taking into account (1.3) and using the identities Π±βΠ± = 0, Π±βΠ∓ = βΠ∓, we rewrite

the integrand of I1(tn, s) as

ewα∂x/ǫβe−wα∂x/ǫu(tn)

=
�
ew∂x/ǫΠ+ + e−w∂x/ǫΠ−

�
β
�
e−w∂x/ǫΠ+ + ew∂x/ǫΠ−

�
u(tn)

=
�
e2w∂x/ǫβΠ− + e−2w∂x/ǫβΠ+

�
u(tn).

Integrating the resulting expression gives

I1(tn, s) = sδ

�
ϕ1

�
2s

ǫ
∂x

�
βΠ− +ϕ1

�
−

2s

ǫ
∂x

�
βΠ+

�
u(tn), (5.5)

where ϕ1(·) is defined in (4.2).

Similarly, we write the integrand of I2(tn) as

ewα∂x/ǫVe−wα∂x/ǫu(tn)

=
�
ew∂x/ǫΠ+ + e−w∂x/ǫΠ−

�
V
�
e−w∂x/ǫΠ+ + ew∂x/ǫΠ−

�
u(tn)

=
�
ew∂x/ǫVe−w∂x/ǫΠ+ + e−w∂x/ǫVew∂x/ǫΠ−

�
u(tn)

with Π±Π∓ = 0,Π±Π± = Π±. Unlike I1(tn), we cannot take exact integration for the above

integrand since e±w∂x/ǫ does not commute with V. Inspired by the idea in [36, 38], we

analyze it in the Fourier space — i.e.

ew∂x/ǫV e−w∂x/ǫΠ+u(tn)

=
∑
l∈Z

∑
l1,l2∈Z
l1+l2=l

eil xeilw/ǫ bVl1
e−il2w/ǫ

Π+bul2

=
∑
l∈Z

∑
l1,l2∈Z
l1+l2=l

eil xei(l−l2)w/ǫ bVl1
Π+bul2

= (ew∂x/ǫV )Π+u(tn),

e−w∂x/ǫVew∂x/ǫΠ−u(tn) = (e
−w∂x/ǫV )Π−u(tn).

Integrating the resulting expression yields

I2(tn, s) = s

h�
ϕ1

�
s

ǫ
∂x

�
V

�
Π+ +

�
ϕ1

�
−

s

ǫ
∂x

�
V

�
Π−

i
u(tn). (5.6)

Considering I3 (tn, s), we first write

f (tn) :=
�
e−wα∂x/ǫu(tn)
�∗
β
�
e−wα∂x/ǫu(tn)
�

=
��

ew∂x/ǫu(tn)
�∗

ew∂x/ǫβΠ− +
�
ew∂x/ǫu(tn)
�∗

e−w∂x/ǫβΠ+

�
u(tn)

=
1

2

��
ew∂x/ǫu−(tn)
� �

e−w∂x/ǫu+(tn)
�
+
�
ew∂x/ǫu−(tn)
� �

e−w∂x/ǫu+(tn)
� �
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with

u±(tn) := u1(tn)± u2(tn), u(tn) =
�
u1(tn),u2(tn)
�T

.

Now the integrand in I3(tn) takes the form

ewα∂x/ǫF
�
e−wα∂x/ǫu(tn)
�

= λewα∂x/ǫ f (tn)βe−wα∂x/ǫu(tn)

= λ
�
ew∂x/ǫΠ+ + e−w∂x/ǫΠ−

�
f (tn)β
�
e−w∂x/ǫΠ+ + ew∂x/ǫΠ−

�
u(tn)

= λ
�
ew∂x/ǫ f (tn)e

w∂x/ǫβΠ− + e−w∂x/ǫ f (tn)e
−w∂x/ǫβΠ+

�
u(tn)

=
λ

2

�
ew∂x/ǫ f (tn)e

w∂x/ǫu−(tn)

�
1

1

�
+ e−w∂x/ǫ f (tn)e

−w∂x/ǫu+(tn)

�
1

−1

��
.

Consider each term in the Fourier space again, we obtain

ew∂x/ǫ
� �

ew∂x/ǫu−(tn)
� �

e−w∂x/ǫu+(tn)
�

ew∂x/ǫu−(tn)
�

=
∑
l∈Z

∑
l1,l2,l3∈Z

l1+l2+l3=l

eil xeilw/ǫeil1w/ǫÛ�u−(tn)
�

l1
e−il2w/ǫÛ�u+(tn)
�

l2
eil3w/ǫÛ�u−(tn)
�

l3

=
∑
l∈Z

∑
l1,l2,l3∈Z

l1+l2+l3=l

eil xe2i(l1+l3)w/ǫÛ�u−(tn)
�

l1

Û�
u+(tn)
�

l2

Û�
u−(tn)
�

l3

=
�
e2w∂x/ǫ
�
u−(tn)
�2�

u+(tn),

ew∂x/ǫ
� �

ew∂x/ǫu−(tn)
� �

e−w∂x/ǫu+(tn)
�

ew∂x/ǫu−(tn)
�

=
�
e2w∂x/ǫ|u−(tn)|

2
�

u+(tn),

e−w∂x/ǫ
��

ew∂x/ǫu−(tn)
� �

e−w∂x/ǫu+(tn)
�

e−w∂x/ǫu+(tn)
�

=
�
e−2w∂x/ǫ|u+(tn)|

2
�

u−(tn),

e−w∂x/ǫ
��

ew∂x/ǫu−(tn)
� �

e−w∂x/ǫu+(tn)
�

e−w∂x/ǫu+(tn)
�

=
�
e−2w∂x/ǫ
�
u+(tn)
�2�

u−(tn).

Hence, we have

I3(tn, s) =
sλ

4

�
u+(tn)ϕ1

�
2s

ǫ
∂x

��
u−(tn)
�2
+ u+(tn)ϕ1

�
2s

ǫ
∂x

�
|u−(tn)|

2

��
1

1

�
(5.7)

+
sλ

4

�
u−(tn)ϕ1

�
−

2s

ǫ
∂x

��
u+(tn)
�2
+ u−(tn)ϕ1

�
−

2s

ǫ
∂x

�
|u+(tn)|

2

��
1

−1

�
.

Taking into account (5.3), (5.5)-(5.7), we can consider the following uniformly accurate

scheme for the NDE (1.1):

un+1 = e−τα∂x/ǫun − ie−τα∂x/ǫ
�
In
1
+ In

2
+ In

3

�
=: Φext(u

n), n≥ 0, (5.8)
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where

In
1 := τδ

�
ϕ1

�
2τ

ǫ
∂x

�
βΠ− +ϕ1

�
−

2τ

ǫ
∂x

�
βΠ+

�
un,

In
2

:= τ
h�
ϕ1

�τ
ǫ
∂x

�
V
�
Π+ +

�
ϕ1

�
−
τ

ǫ
∂x

�
V
�
Π−

i
un,

In
3 :=

τλ

4

�
un
+ϕ1

�
2τ

ǫ
∂x

��
un
−

�2
+ un

+ϕ1

�
2τ

ǫ
∂x

�
|un
−|

2

��
1

1

�

+
τλ

4

�
un
−ϕ1

�
−

2τ

ǫ
∂x

���un
+

��2 + un
−ϕ1

�
−

2τ

ǫ
∂x

��
un
+

�2�� 1

−1

�

(5.9)

with un = (un
1
,un

2
)T , un

±
= un

1
± un

2
.

It can be seen that the UA scheme can be explicitly expressed in the physical space, and

it can be easily implemented by a Fourier pseudospectral method. We could establish the

error bound for the above UA scheme as follows.

Theorem 5.1 (Convergence of UA ). Let un be the numerical solution of the UA scheme (5.8)-

(5.9) for the NDE (1.1). Let r > 1/2 and u ∈ L∞([0, T ]; (H r )2) for some T > 0. Then there

exist constants τ0, C > 0 depending on ‖u‖L∞([0,T];(H r )2) and T, such that for all 0 < τ ≤ τ0

and 0≤ tn ≤ T, we have the following error estimate for the UA scheme (5.8):

‖u(tn)− un‖r ≤ Cτ,

where ‖u‖r =
q
‖u1‖

2
H r + ‖u2‖

2
H r , u = (u1,u2)

T ∈ (H r(T))2, and ‖ · ‖H r = ‖ · ‖H r (T) is the

standard Sobolev norm.

Proof. Denote en := u(tn)− un. The triangle inequality gives

‖en+1‖r ≤ ‖u(tn+1)−Φext (u(tn))‖r + ‖Φext (u(tn))−Φext(u
n)‖r . (5.10)

We first analyze the local truncation error

ξn := u(tn+1)−Φext

�
u(tn)
�

of the UA scheme (5.8) at tn, n≥ 0.

The derivation of the UA scheme implies that Φext(u(tn)) = un,1(τ), since I1(tn, s),

I2(tn, s) and I3(tn, s) in (5.4) are all exactly calculated. Thus subtracting (5.3) from (5.1)

and taking s = τ, we obtain

ξn = −i

∫ τ

0

e−(τ−w)α∂x/ǫ
�
δβ
�
u(tn +w)− un,0(w)

�
+ V
�
u(tn +w)− un,0(w)

�

+ F
�
u(tn + w)
�
− F
�
un,0(w)
� �

dw.

The Eqs. (1.2) and (1.3) give

���Ûesα∂x/ǫΦ
�

l

��2 = ���eisl/ǫ
Π+ + e−isl/ǫ

Π−

�bΦl

��2 = ��bΦl

��2 , l ∈ Z, s ∈ R
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for a general function Φ(x) : T→ C2, i.e. esα∂x/ǫ is isometric in H r space. Under assump-

tions (A) and (B), and thanks to the triangle inequality and bilinear estimates since r > 1/2,

we have

‖ξn‖r ≤ |δ|

∫ τ

0

u(tn + w)− un,0(w)


r
dw

+

∫ τ

0

V �u(tn +w)− un,0(w)
�

r
dw

+

∫ τ

0

F�u(tn +w)
�
− F
�
un,0(w)
� 

r
dw

≤ C

∫ τ

0

u(tn +w)− un,0(w)


r
dw.

Recalling (5.1) and (5.2), we have

u(tn +w)− un,0(w)


r

≤

∫ w

0

�
‖δβu(tn +σ)‖r + ‖Vu(tn +σ)‖r + ‖F (u(tn +σ))‖r

�
dσ

≤ C

∫ w

0

‖u(tn +σ)‖r dσ ≤ Cτ‖u‖L∞([0,T];(H r )2), ∀0≤ w≤ τ.

It follows that

‖ξn‖r ≤ Cτ2. (5.11)

Consider the other local truncation error — viz.

ηn := Φext

�
u(tn)
�
−Φext (u

n) , n≥ 0.

Recalling the UA scheme (5.8), we write

ηn = e−τα∂x/ǫen − ie−τα∂x/ǫ
�
I1(tn,τ)− In

1
+ I2(tn,τ)− In

2
+ I3(tn,τ)− In

3

�
,

where Ik(tn,τ), k = 1,2,3 are defined in (5.5)-(5.7). Since e−τα∂x/ǫ is isometric, we have

‖ηn‖r ≤ ‖e
n‖r +
I1(tn,τ)− In

1


r
+
I2(tn,τ)− In

2


r
+
I3(tn,τ)− In

3


r
, n≥ 0. (5.12)

Subtracting In
1 in (5.9) from I1(tn,τ) in (5.5) gives

I1(tn,τ)− In
1


r
= τδ


�
ϕ1

�
2τ

ǫ
∂x

�
βΠ− +ϕ1

�
−

2τ

ǫ
∂x

�
βΠ+

��
u(tn)− un
�

r

.

Considering the function ϕ1(·), we write

|ϕ1(i x)| =
| cos x − 1+ i sin x |

|x |
≤

����
cos x − 1

x

����+
����
sin x

x

���� ≤ 2 for all x ∈ R, x 6= 0,
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and ϕ(0) = 1. Since β is isometric and Π± are projectors, we obtain

I1(tn,τ)− In
1


r
≤ 2τδ ‖u(tn)− un‖r ≤ Cτ‖en‖r . (5.13)

Analogously, subtracting (5.9) from (5.6) and taking into account assumption (A) im-

plies

I2(tn,τ)− In
2


r
= τ


h�
ϕ1

�
τ

ǫ
∂x

�
V

�
Π+ +

�
ϕ1

�
−
τ

ǫ
∂x

�
V

�
Π−

i
(u(tn)− un)


r

≤ Cτ‖en‖r . (5.14)

In order to estimate ‖I3(tn,τ)− In
3 ‖r , we have to assume that the numerical solution un

is bounded. For n= 0 it follows from assumption (B), since

‖u0‖r = ‖u(0, x)‖r ≤ ‖u‖L∞([0,T];(H r )2).

We complete the estimates by mathematical induction. Assuming that the estimate

‖un‖r ≤ ‖u‖L∞([0,T];(H r )2) + 1 (5.15)

is true for all 0≤ n≤ m < T/τ, we justify it for n= m+1 and then estimate ‖I3(tn,τ)− In
3‖r

for n≤ m. Subtracting (5.9) from (5.7), and using the triangle inequality and (5.15) gives

I3(tn,τ)− In
3


r
≤ Cτ
�
‖u+(tn)− un

+‖r + ‖u−(tn)− un
−‖r
�

≤ Cτ‖en‖r , 0≤ n≤ m. (5.16)

Combining (5.10)-(5.14), and (5.16) leads to the inequality

‖en+1‖r ≤ ‖e
n‖r + Cτ‖en‖r + Cτ2, 0≤ n≤ m.

Applying the discrete Gronwall’s inequality, we get

‖em+1‖r ≤ Cτ

for a constant C > 0 depending on T and ‖u‖L∞([0,T];(H r )2). Hence, for a sufficiently small

positive τ, the triangle inequality leads to the estimate

‖um+1‖r ≤ ‖e
m+1‖r + ‖u‖L∞([0,T];(H r )2) ≤ ‖u‖L∞([0,T];(H r )2) + 1,

which completes the proof of Theorem 5.1.

Remark 5.1. We remark that the assumption r > 1/2 in Theorem 5.1 is necessary to apply

classical bilinear estimates in the error analysis — i.e. in this case we exploit the fact that

H r is an algebra. This stability restriction can be eased by using discrete Strichartz-type

estimates — cf. [36].

The above theorem shows the first-order accuracy of UA (5.8)-(5.9) for all ǫ ∈ (0,1]

without imposing restrictions on the time-step size.
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6. Numerical Results

In this section, we carry out numerical experiments and compare the performance of

the numerical methods under consideration. We solve the nonlinear Dirac equation (1.1)

in massless nonrelativistic regime on T = (−π,π) with δ = 1, λ = 1, V (x) = 2 sin(x) and

the initial data

u0(x) =

�
sin(x)

2+ cos(x)2
,

cos(x)

2+ sin(x)

�T
, x ∈ T.

For the spatial discretization, we apply the Fourier pseudospectral method [41, 44]. Let

un
h,τ

be the numerical solution obtained by using the mesh of a size h and a time-step size

τ at the time tn = nτ, n = 0,1, . . . . To evaluate the convergence, we define the numerical

error as

error := eh,τ =
u(tn, ·)− un

h,τ


l2 =

√√√√h
N−1∑
j=0

��u(tn, x j)− (u
n
h,τ
) j
��2,

where N = 2π/h is the number of grid points, x j = −π + h j, and u(tn, x) the reference

solution obtained numerically by fine mesh and time-steps — viz. h= 2π/28,τ = 2−18.

We first illustrate the spatial error of the numerical methods. To neglect the temporal

error, the time-step size is set to τ= 2−18 for all methods. Fig. 2 shows the spatial errors at

tn = T = 0.5 for ǫ = 1 and ǫ = 2−12. Note that for both values of ǫ all methods are spectral

accurate in space and the errors change a little if h≤ 2π/26 ≈ 0.1.

After that we mainly focus on temporal convergence. Based on the above spatial error

convergence test, we now fix the mesh size h= 2π/28, so that the spatial error is negligible

compared to the temporal error. We also take tn = 0.5 as the terminate time. The reference

solutions are obtained by the Strang splitting method with h= 2π/28,τ = 2−18.

Fig. 3 and Tables 1-2 show the temporal errors of semi-implicit finite difference methods

for different ǫ and τ. As is shown Fig. 3(a), SIFD1 is linearly convergent when ǫ = 1,

10-1 100

10-10

10-6

10-2

10-1 100

10-14

10-10

10-6

10-2

Figure 2: Spatial errors of different methods. Left: ǫ = 1. Right: ǫ = 2−12.
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Figure 3: Temporal error analysis at tn = 0.5. (a) SIFD1. (b) SIFD2.

while order reduction occurs as ǫ becomes smaller. It is clearly seen that SIFD1 is not

optimally convergent until τ got smaller than the ǫ-dependent τ0, i.e. τ ≤ τ0(ǫ). Table 1

demonstrates the relationship between τ0(ǫ) and ǫ more clearly. In particular, SIFD1 is

only linearly convergent in the upper triangle part, and the bold diagonal part implies that

τ0(ǫ) is divided by 4 as ǫ is divided by 2, i.e. τ0(ǫ) = Cǫ2. That is, SIFD1 is linearly

convergent only when τ ≤ Cǫ2. Fig. 3(b) and Table 2 also show the order reduction for

SIFD2, and imply that SIFD2 is quadratically convergent only if τ ≤ Cǫ3/2. Thus numerical

results for the semi-implicit finite difference methods match the analysis in Section 2.

Table 1: Temporal error analysis of SIFD1. The convergence order is obtained by log4(eh,4τ/eh,τ).

error τ= 0.1 τ = 0.1/4 τ= 0.1/42 τ= 0.1/43 τ= 0.1/44 τ= 0.1/45

ǫ = 1 1.51E-01 3.64E-02 8.98E-03 2.24E-03 5.59E-04 1.40E-04

Order - 1.03 1.01 1.00 1.00 1.00

ǫ = 2−1 1.95E-01 5.34E-02 1.37E-02 3.46E-03 8.67E-04 2.17E-04

Order - 0.93 0.98 0.99 1.00 1.00

ǫ = 2−2 4.66E-01 1.72E-01 5.04E-02 1.32E-02 3.34E-03 8.38E-04

Order - 0.72 0.89 0.97 0.99 1.00

ǫ = 2−3 1.02 4.84E-01 1.71E-01 4.97E-02 1.30E-02 3.29E-03

Order - 0.54 0.75 0.89 0.97 0.99

ǫ = 2−4 1.33 1.02 4.69E-01 1.60E-01 4.57E-02 1.19E-02

Order - 0.19 0.56 0.77 0.90 0.97

ǫ = 2−5 1.28 1.28 1.03 4.70E-01 1.60E-01 4.54E-02

Order - 0.00 0.16 0.56 0.78 0.91

ǫ = 2−6 1.28 1.27 1.27 1.03 4.70E-01 1.59E-01

Order - 0.00 0.00 0.15 0.56 0.78



98 Y. He, Y. Wang, Z. Yang and H. Yin

Table 2: Temporal error analysis of SIFD2. The convergence order is obtained by log8(eh,8τ/eh,τ).

error τ= 0.1 τ = 0.1/8 τ = 0.1/82 τ = 0.1/83 τ = 0.1/84

ǫ = 2−1 1.17E-01 1.55E-03 2.42E-05 3.78E-07 5.92E-09

Order - 2.08 2.00 2.00 2.00

ǫ = 2−3 1.25 6.02E-02 1.01E-03 1.57E-05 2.46E-07

Order - 1.46 1.97 2.00 2.00

ǫ = 2−5 5.76 9.95E-01 5.34E-02 8.61E-04 1.34E-05

Order - 0.84 1.41 1.99 2.00

ǫ = 2−7 1.64E+36 1.95 1.00 5.35E-02 8.53E-04

Order - 39.78 0.32 1.41 1.99

ǫ = 2−9 2.95E+84 7.67 2.33 1.05 5.35E-02

Order - 92.55 0.57 0.39 1.43

Fig. 4 and Tables 3-4 show the temporal errors and convergence order of the exponential

integrators. Similar to finite difference methods, the convergence of exponential integrators

depends on ǫ. Both EI1 and EI2 achieve optimal convergence orders only if τ ≤ Cǫ. This

also validate our analysis in Section 4.

For splitting methods, numerical results are a little different and surprising. As is shown

in Figs. 5-6, the order reduction indeed exists and ǫ-dependence is consistent with the anal-

ysis in Section 3, i.e. an optimal convergence is achieved if τ≤ Cǫ. Unlike to the two meth-

ods above, the maximum errors over different ǫ in two figures keep decreasing as τ goes

smaller. This suggests that the splitting methods may also be uniformly convergent. Super-

resolution and improved error bounds of the splitting methods have also been found and

analyzed for Dirac and nonlinear Dirac equations in the nonrelativistic regime [6, 7], and

for the highly oscillatory nonlinear Schrödinger equation [18]. It should be also analysed

in the massless nonrelativistic regime.
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10-4 10-3 10-2 10-1
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Figure 4: Temporal error analysis at tn = 0.5. Left: EI1. Right: EI2.
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Figure 5: Temporal error analysis at tn = 0.5. Left: Lie-Trotter splitting. Right: Strang splitting.
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Figure 6: Temporal error analysis at tn = 5. Left: Lie-Trotter splitting. Right: Strang splitting.
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Figure 7: Temporal error analysis of uniformly accurate method. Left: tn = 0.5. Right: tn = 5.
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Table 3: Temporal error analysis of EI1. The convergence order is obtained by log4(eh,4τ/eh,τ).

error τ= 0.1/4 τ= 0.1/42 τ = 0.1/43 τ= 0.1/44 τ= 0.1/45 τ = 0.1/46

ǫ = 2−2 3.19E-02 7.81E-03 1.94E-03 4.85E-04 1.21E-04 3.03E-05

Order - 1.01 1.00 1.00 1.00 1.00

ǫ = 2−4 2.94E-02 7.30E-03 1.82E-03 4.55E-04 1.14E-04 2.84E-05

Order - 1.01 1.00 1.00 1.00 1.00

ǫ = 2−6 8.54E-02 3.43E-02 8.61E-03 2.15E-03 5.38E-04 1.34E-04

Order - 0.66 1.00 1.00 1.00 1.00

ǫ = 2−8 6.56E-01 1.10E-01 3.42E-02 8.63E-03 2.16E-03 5.40E-04

Order - 1.29 0.84 0.99 1.00 1.00

ǫ = 2−10 2.28E-01 2.16E-01 1.25E-01 3.50E-02 8.82E-03 2.21E-03

Order - 0.04 0.39 0.92 0.99 1.00

ǫ = 2−12 1.62E-01 1.61E-01 1.60E-01 1.26E-01 3.52E-02 8.87E-03

Order - 0.01 0.00 0.18 0.92 0.99

Table 4: Temporal error analysis of EI2. The convergence order is obtained by log4(eh,4τ/eh,τ).

error τ= 0.1/4 τ= 0.1/42 τ = 0.1/43 τ= 0.1/44 τ= 0.1/45 τ = 0.1/46

ǫ = 2−2 5.56E-03 3.46E-04 2.16E-05 1.35E-06 8.44E-08 5.28E-09

Order - 2.00 2.00 2.00 2.00 2.00

ǫ = 2−4 1.42E-02 9.44E-04 5.98E-05 3.75E-06 2.34E-07 1.46E-08

Order - 1.95 1.99 2.00 2.00 2.00

ǫ = 2−6 1.05E-01 1.43E-02 9.34E-04 5.86E-05 3.67E-06 2.29E-07

Order - 1.44 1.97 2.00 2.00 2.00

ǫ = 2−8 6.48E-01 1.36E-01 1.49E-02 9.85E-04 6.18E-05 3.87E-06

Order - 1.13 1.59 1.96 2.00 2.00

ǫ = 2−10 2.17E-01 2.14E-01 1.53E-01 1.54E-02 1.01E-03 6.35E-05

Order - 0.01 0.24 1.66 1.96 2.00

ǫ = 2−12 1.64E-01 1.63E-01 1.63E-01 1.55E-01 1.55E-02 1.02E-03

Order - 0.01 -0.00 0.04 1.66 1.97

Temporal errors of the uniformly accurate method are shown Fig. 7 with tn = 0.5 and

tn = 5 for different ǫ. Note that for a fixed ǫ the UA method is linearly convergent if τ is

either small or large enough. There also exists convergence order degeneration. However,

unlike to the above methods, this degeneration does not affect the uniform convergence of

the UA method. Besides, the error does not apparently increases as ǫ decreases and the UA

method is still linearly convergent when taking the maximum error over all ǫ. Therefore,

the UA method is uniformly linearly convergent for all ǫ ∈ (0,1].

Overall, in the massless nonrelativistic regime, the splitting and UA methods are more

accurate than the others. According to Figs. 5-7, the UA method seems to have advantage
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over splitting methods, since when τ is large the error for a small ǫ in Fig. 7 is much smaller

than a large ǫ case (ǫ = 1 or ǫ = 2−4), while the situation in Figs. 5 and 6 is just opposite.

But if the Strang splitting method has an improve error estimate as in [6, 7], it may have

a better performance with nonresonant time-step sizes.

7. Conclusion

We considered numerical methods for the nonlinear Dirac equation in the massless

nonrelativistic regime. The model equation contains a small dimensionless parameter 0<

ǫ ≤ 1, which is inversely proportional to the speed of light, and the solution is highly

oscillatory in time with wavelength O (ǫ). Investigating popular numerical schemes such

as finite difference, time-splitting, and exponential integrator methods, we found that they

all suffer from convergence order reduction problems when 0 < ǫ ≪ 1. Therefore, we

proposed a uniformly accurate method, which always converges at an optimal rate without

restrictions on the time-step size. Numerical experiments validate our analysis and illustrate

the advantage of the UA method.
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