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#### Abstract

A new generalization of Stancu polynomials based on the q-integers and a nonnegative integer $s$ is firstly introduced in this paper. Moreover, the shape-preserving and convergence properties of these polynomials are also investigated.
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## 1 Introduction

In 1981 Stancu proposed a kind of generalized Bernstein polynomials, namely Stancu polynomials, which was defined as:

Definition ${ }^{[1]}$. Let s be an integer and $0 \leq s<\frac{n}{2}$, for $f \in C[0,1]$,

$$
\begin{equation*}
L_{n, s}(f, x)=\sum_{k=0}^{n} f\left(\frac{k}{n}\right) b_{n, k, s}(x) \tag{1.1}
\end{equation*}
$$

where

$$
b_{n, k, s}(x)= \begin{cases}(1-x) p_{n-s, k}(x), & 0 \leq k<s \\ (1-x) p_{n-s, k}(x)+x p_{n-s, k-s}(x), & s \leq k \leq n-s \\ x p_{n-s, k-s}(x), & n-s<k \leq n\end{cases}
$$

and $p_{j, k}(x)$ are the base functions of Bernstein polynomials.
It is not difficult to see that for $s=0,1$ the Stancu polynomials are just the classical Bernstein polynomials. For $s \geq 2$, these polynomials possess many remarkable properties, which have made them an area of intensive research (see $[2,3,4,5]$ ).

Throughout this paper we employ the following notations of $q$-Calculus. Let $q>0$. For each nonnegative integer $k$, the $q$-integer $[k]$ and the $q$-factorial $[k]$ ! are defined by

$$
[k]= \begin{cases}\frac{1-q^{k}}{1-q}, & q \neq 1 \\ k, & q=1\end{cases}
$$

$$
[k]!= \begin{cases}{[k][k-1] \cdots[1],} & k \geq 1 \\ 1, & k=0\end{cases}
$$

For $n, k, n \geq k \geq 0, q$-binomial coefficients are defined naturally as

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]=\frac{[n]!}{[k]![n-k]!}
$$

Now let's introduce a new generalization of Stancu polynomials as below.
Definition 2. Let $s$ be an integer and $0 \leq s<\frac{n}{2}, q>0, n>0$, for $f \in C[0,1]$,

$$
\begin{equation*}
L_{n, s}(f, q ; x)=\sum_{k=0}^{n} f\left(\frac{[k]}{[n]}\right) b_{n, k, s}(q ; x) \tag{1.2}
\end{equation*}
$$

where

$$
b_{n, k, s}(q ; x)= \begin{cases}\left(1-q^{n-k-s} x\right) p_{n-s, k}(q ; x), & 0 \leq k<s \\ \left(1-q^{n-k-s} x\right) p_{n-s, k}(q ; x)+q^{n-k} x p_{n-s, k-s}(q ; x), & s \leq k \leq n-s \\ q^{n-k} x p_{n-s, k-s}(q ; x), & n-s<k \leq n\end{cases}
$$

and

$$
p_{n-s, k}(q ; x)=\left[\begin{array}{c}
n-s \\
k
\end{array}\right] x^{k} \prod_{l=0}^{n-s-k-1}\left(1-q^{l} x\right), \quad k=0,1, \cdots, n-s
$$

(agree on $\prod_{l=0}^{0}=1$ ).
It is worth mentioning that the $q$-Stancu polynomials defined as (1.2) differ essentially from the q-Stancu polynomials in [6]. To get their q-Stancu polynomials in [6] the authors just generalized the control points of the Stancu polynomials based on the q-integers leaving alone the basis functions. While in our $q$-Stancu polynomials both the control points and the basis functions are the $q$-analogue of those in Stancu polynomials. As a result, it is not a strange thing that these two $q$-Stancu polynomials behave quite differently properties, especially in the approximation problem.

It can be easily verified that in case $q=1, L_{n, s}(f, q ; x)$ reduce to the Stancu polynomials and in case $s=0,1, L_{n, s}(f, q ; x)$ coincide with the q-Bernstein polynomials which are defined by Phillips in [7] and have been intensively investigated during these years (see [8-12]).

By some direct calculations, one can get the following two representations: for $f \in C[0,1]$, an integers and $0 \leq s<\frac{n}{2}$,

$$
\begin{equation*}
L_{n, s}(f, q ; x)=\sum_{k=0}^{n-s}\left\{\left(1-q^{n-k-s} x\right) f\left(\frac{[k]}{[n]}\right)+q^{n-k-s} x f\left(\frac{[k+s]}{[n]}\right)\right\} p_{n-s, k}(q ; x) \tag{1.3}
\end{equation*}
$$

$$
\begin{equation*}
L_{n, s}(f, q ; x)=\sum_{k=0}^{n-s+1}\left\{\frac{[n-s+1-k]}{[n-s+1]} f\left(\frac{[k]}{[n]}\right)+\frac{q^{n-s+1-k}[k]}{[n-s+1]} f\left(\frac{[s-1+k]}{[n]}\right)\right\} p_{n-s+1, k}(q ; x) . \tag{1.4}
\end{equation*}
$$

Except the above two representations, Stancu polynomials based on q-integers possess the following essential properties.

Proposition 1. For $0<q<1, L_{n, s}(\cdot, q)$ is a positive linear operator, while for $q>1$ it is not true, as the positiveness fails.

Proposition 2. Let $q>0$. For $e_{i}=x^{i}, i=0,1,2$, hold $L_{n, s}\left(e_{0}, q ; x\right) \equiv 1, L_{n, s}\left(e_{1}, q ; x\right)=e_{1}$,

$$
L_{n, s}\left(e_{2}, q ; x\right)=e_{2}+\left(\frac{[1]}{[n]}+\frac{q^{n-s}[s]^{2}-q^{n-s}[s]}{[n]^{2}}\right) x(1-x)
$$

Proposition 3. For any function $f(x)$ and parameter $q>0$, hold $L_{n, s}(f, q ; 0)=f(0), L_{n}(f, q ; 1)=$ $f(1)$.

Proposition 4. Let $0<q<1$. For a concave function $f(x)$ on [0,1], holds $L_{n, s}(f, q ; x)>$ $B_{n-s+1}(f, q ; x)$.

The following are our main results on shape-preserving properties.

## 2 Shape-Preserving Properties

To begin with, we should recall the conception of q -derivative. Let $q>0$ and $q \neq 1$. For a function $f(x)$, its q -derivative denoted by $D_{q}(f)(x)$, is defined as

$$
D_{q}(f)(x)= \begin{cases}\frac{f(q x)-f(x)}{(q-1) x}, & x \neq 0 \\ \lim _{t \rightarrow 0} D_{q}(f)(t), & x=0\end{cases}
$$

and the higher q-derivatives are defined recursively by

$$
D_{q}^{n} f=D_{q}\left(D_{q}^{n-1} f\right), \quad n=1,2, \cdots, D_{q}^{0} f=f
$$

Under the above definition, one can see for $x \neq 0$ the existence of $D_{q}^{n}(f)(x)$ is sure and if $f(x)$ is continuous the continuity of $D_{q}^{n}(f)(x)$ can also be guaranteed. The usual derivative $f^{\prime}(x)$ is just equal to the limit of $D_{q}(f)(x)$ as $q$ trends to 1 . Moreover, the following lemma holds.

Lemma 1. Let $f(x)$ be a continuous function on $[0,1]$ satisfying $f(0)=f(1)$. Then there exists $\xi \in(0,1)$ such that

$$
D_{q}(f)(\xi)=0
$$

holds for all $q \in(0,1) \cup(1,+\infty)$.
This lemma improves the $q$-Rolle theorem (see [13, Th.2.1] ) with respect to the range of $q$.

Proof. As $f(x)$ is continuous on $[0,1]$ and $f(0)=f(1)$, there exist either the maximum or the minimum points in the inner of $[0,1]$. In the following we discuss the sign of $D_{q}(f)(1)$ under the condition $q \in(0,1)$.

Case $1 \quad D_{q}(f)(1)<0$. In this case, we have $f(q)>f(1)$ as $q \in(0,1)$. Then without loss of generality, we can assume that there exists $x_{0} \in(0,1)$ such that $f\left(x_{0}\right)=\max _{0 \leq x \leq 1} f(x)$. Evidently, $D_{q}(f)\left(x_{0}\right)>0$. From the continuity of $D_{q}(f)(x), x \in(0,1]$, we can conclude that there exists $\xi \in\left(x_{0}, 1\right) \varsubsetneqq(0,1)$ such that $D_{q}(f)(\xi)=0$.

Case $2 D_{q}(f)(1)>0$. Using the similar method of Case 1, we get that there exists $\xi \in$ $(0,1)$ such that $D_{q}(f)(\xi)=0$.

Case $3 \quad D_{q}(f)(1)=0$. In this case, we have $f(q)=f(1)=f(0)$. Repeat the above discussion for $D_{q}(f)(q)$, then we get: for $D_{q}(f)(q) \neq 0$, there exists $\xi \in(0, q)$ such that $D_{q}(f)(\xi)=0$; otherwise the result of the lemma holds naturally as $\xi=q$.

As a conclusion, the result holds for all $1>q>0$.
For $q \in(1,+\infty)$, discussing $D_{q}(f)\left(\frac{1}{q}\right)$ instead of $D_{q}(f)(1)$, we can prove the result of the lemma by the similar way.

Furthermore, based on Lemma 1, we get a more explicit result of Theorem 2.3 in [13].
Lemma 2. Let $x$ and $x_{0}, x_{1}, \cdots, x_{n}$ be any distinct points in the interval $[0,1]$. Let $f(x)$ be a continuous function on $[0,1]$. Then there exists $\xi_{x} \in(0,1)$ such that for all $q \in(0,1) \cup(1,+\infty)$ holds

$$
f\left[x, x_{0}, x_{1}, \cdots, x_{n}\right]=\frac{D_{q}^{n+1}(f)\left(\xi_{x}\right)}{[n+1]!},
$$

where $f\left[x, x_{0}, x_{1}, \cdots, x_{n}\right]$ denotes the divided difference of $f(x)$ at points $\left\{x, x_{0}, x_{1}, \cdots, x_{n}\right\}$.
Proof. Because of the continuity of $f(x)$ and the definition of $D_{q}^{k}(f), k=0,1, \cdots$, $D_{q}^{n+1}(f)(x)$ exists in $(0,1)$. Using Lemma 1 to replace the q -Rolle theorem in the proof of Theorem 2.3 in [13], we can get the result of Lemma 2.

In this section, we use $\Delta_{q} f$ to denote the q-differences of function $f(x)$. Especially, $\Delta_{q}^{0} f_{i}=f_{i}$ for $i=0,1, \cdots, n$ and

$$
\Delta_{q}^{k+1} f_{i}=\Delta_{q}^{k} f_{i+1}-q^{k} \Delta_{q}^{k} f_{i},
$$

for $k=0,1, \cdots, n-i-1$, where $f_{i}$ denotes $f\left(\frac{[i]}{[n]}\right)$.
Theorem 1. Let $0<q<1$, abd s an integer satisfying $0 \leq s<\frac{n}{2}$, and $f(x)$ be a continuous, increasing function on $[0,1]$, then $L_{n, s}(f, q ; x)$ is increasing on $[0,1]$.

Proof. As for $s=0,1, q$-Stancu polynomials coincide with the $q$-Berntein polynomials, which possess the shape preserving properties[8], we just focus on the case $2 \leq s<\frac{n}{2}$. By
directly computing, we get

$$
\begin{aligned}
D_{q}\left(L_{n, s}(f, q)\right)(x)= & \sum_{k=0}^{n-s}\left\{[n-s-k] \Delta_{q}^{1} f_{k}+q^{n-s-k}[k+1] \Delta_{q}^{1} f_{s-1+k}\right. \\
& \left.+q^{n-s-k}[1]\left[f\left(\frac{[s-1+k]}{[n]}\right)-f\left(\frac{[k]}{[n]}\right)\right]\right\} \frac{p_{n-s, k}(q ; q x)}{q^{k}}
\end{aligned}
$$

As $f(x)$ is an increasing function, for $k=0,1, \cdots, n-s$, hold $\Delta_{q}^{1} f_{k}>0$ and $\Delta_{q}^{1} f_{s-1+k}>0$, $f\left(\frac{[s-1+k]}{[n]}\right)-f\left(\frac{[k]}{[n]}\right)>0$. Then $D_{q}\left(L_{n, s}(f, q ; x)\right)>0$ in $(0,1]$.

By Lemma 2, we have: for any $x_{1}, x_{2} \in[0,1]$, there exists $\xi \in(0,1)$ such that

$$
L_{n, s}(f, q)\left[x_{1}, x_{2}\right]=D_{q}\left(L_{n, s}(f, q)\right)(\xi)
$$

Thus, for any $x_{1} \leq x_{2} \in[0,1]$, hold $L_{n, s}(f, q)\left[x_{1}, x_{2}\right]>0$. Up to now, the monotonic increasing property of $L_{n, s}(f, q ; x)$ can be got directly.

For the convex function $f(x)$ which is the linear spline joining up the points $(0,0),(0.2,0.6)$, $(0.6,0.8),(0.9,0.7)$ and $(1,0)$, it is illustrated by Figure 1 that $L_{n, s}(f, q ; x)$ is also convex on $[0,1]$ with $q=0.7,0.5$ and $s=3,5$. In fact, we will show that it possesses more than this.

Theorem 2. Let $0<q<1$, and $s$ an integer satisfying $0 \leq s<\frac{n}{2}$, and $f(x)$ be a continuous convex function on $[0,1]$, then $L_{n, s}(f, q ; x)$ is also convex on $[0,1]$ and $L_{n, s}(f, q ; x) \leq f(x)$. Moreover, for any $x \in[0,1], L_{n, s}(f, q ; x)$ is monotonic decreasing in the parameter $n$.

Proof. Firstly, we have

$$
\begin{aligned}
& D_{q}^{2}\left(L_{n, s}(f, q)\right)(x)=[n-s] \sum_{k=0}^{n-s-1}\left\{[n-s-k-1] \Delta_{q}^{2} f_{k}+q^{n-s-k-1}[k+2] \Delta_{q}^{2} f_{s-1+k}\right. \\
& \left.\quad+\frac{q^{n-s}[2][s-1]}{[n]}\left[f\left[\frac{[s+k]}{[n]}, \frac{[k+1]}{[n]}\right]-f\left[\frac{[s-1+k]}{[n]}, \frac{[k]}{[n]}\right]\right]\right\} \frac{p_{n-s-1, k}\left(q ; q^{2} x\right)}{q^{2}} .
\end{aligned}
$$

As $f(x)$ is convex on $[0,1]$, for any $k=0,1, \cdots, n-s-1$, holds

$$
\Delta_{q}^{2} f_{k}=f\left(\frac{[k+2]}{[n]}\right)-(1+q) f\left(\frac{[k+1]}{[n]}\right)+q f\left(\frac{[k]}{[n]}\right)>0 .
$$

In the same way, we get for $k=0,1, \cdots, n-s-1, \Delta_{q}^{2} f_{s-1+k}>0$. And for $k=0,1, \cdots, n-$ $s-1$, the differences $f\left[\frac{[s+k]}{[n]}, \frac{[k+1]}{[n]}\right]-f\left[\frac{[s-1+k]}{[n]}, \frac{[k]}{[n]}\right]>0$ are also guaranteed by the increasing property of the convex function in the slope of chord. Therefore,

$$
\begin{equation*}
D_{q}^{2}\left(L_{n, s}(f, q)\right)(x)>0, \quad x \in(0,1] . \tag{2.1}
\end{equation*}
$$

Combining (2.1) with Lemma 2, we obtain that $L_{n, s}(f, q ; x)$ is convex on $[0,1]$.

Secondly, using the Jessen inequality for the convex function and the proposition 2, we get

$$
\begin{aligned}
L_{n, s}(f, q ; x) & =\sum_{k=0}^{n-s}\left\{\left(1-q^{n-k-s} x\right) f\left(\frac{[k]}{[n]}\right)+q^{n-k-s} x f\left(\frac{[k+s]}{[n]}\right)\right\} p_{n-s, k}(q ; x) \\
& \geq \sum_{k=0}^{n-s} f\left(\left(1-q^{n-k-s} x\right) \cdot \frac{[k]}{[n]}+q^{n-k-s} x \cdot \frac{[k+s]}{[n]}\right) p_{n-s, k}(q ; x) \\
& \geq f\left(\sum_{k=0}^{n-s}\left\{\left(1-q^{n-k-s} x\right) \frac{[k]}{[n]}+q^{n-k-s} x \frac{[k+s]}{[n]}\right\} p_{n-s, k}(q ; x)\right) \\
& =f(x) .
\end{aligned}
$$

Thirdly, before the proof of the monotonic property of $L_{n, s}(f, q ; x)$ in the parameter $n$, it is necessary to recommend some notations. We denote

$$
\varphi_{n, k}(x)=\left[\begin{array}{c}
n-s+2 \\
k
\end{array}\right] x^{k} \prod_{l=n-s+2-k}^{n-s+1}\left(1-q^{l} x\right)^{-1}, \quad x_{n, k}=\frac{[k]}{[n]}, k=0,1, \cdots, n .
$$

It follows from the convex inequality of $f(x)$ that for $s \geq 1,0<q<1$ and $x \in[0,1]$,

$$
\begin{aligned}
& \left\{L_{n+1, s}(f, q ; x)-L_{n, s}(f, q ; x)\right\} \prod_{l=0}^{n-s+1}\left(1-q^{l} x\right)^{-1} \\
& \quad=\sum_{k=1}^{n-s+1}\left\{\frac{[n-s+2-k]}{[n-s+2]} f\left(x_{n+1, k}\right)+\frac{q^{n-s+2-k}[k]}{[n-s+2]} f\left(x_{n+1, s-1+k}\right)\right. \\
& \quad-\frac{[n-s+2-k]}{[n-s+2]}\left(\frac{[n-s+1-k]}{[n-s+1]} f\left(x_{n, k}\right)+\frac{q^{n-s+1-k}[k]}{[n-s+1]} f\left(x_{n, s-1+k}\right)\right) \\
& \left.\quad-\frac{q^{n-s+2-k}[k]}{[n-s+2]}\left(\frac{[n-s+2-k]}{[n-s+1]} f\left(x_{n, k-1}\right)+\frac{q^{n-s+2-k}[k-1]}{[n-s+1]} f\left(x_{n, s-2+k}\right)\right)\right\} \varphi_{n, k}(x) \\
& \quad \leq \sum_{k=1}^{n-s+1}\left\{\frac{[n-s+2-k]}{[n-s+2]}\left(f\left(x_{n+1, k}\right)-f\left(\eta_{1}\right)\right)+\frac{q^{n-s+2-k}[k]}{[n-s+2]}\left(f\left(x_{n+1, s-1+k}\right)-f\left(\eta_{2}\right)\right)\right. \\
& \left.\quad+\frac{q^{n-s+1-k}[k][n-s+2-k](1-q)}{[n-s+1][n-s+2]}\left(f\left(x_{n, k}\right)-f\left(x_{n, s-2+k}\right)\right)\right\} \varphi_{n, k}(x),
\end{aligned}
$$

where

$$
\begin{gathered}
\eta_{1}=\frac{q^{n-s+2-k}[k]}{[n-s+1]} \cdot \frac{[k-1]}{[n]}+\left(1-\frac{q^{n-s+2-k}[k]}{[n-s+1]}\right) \cdot \frac{[k]}{[n]}, \\
\eta_{2}=\frac{[n-s+2-k]}{[n-s+1] q} \cdot \frac{[s-1+k]}{[n]}+\left(1-\frac{[n-s+2-k]}{q[n-s+1]}\right) \cdot \frac{[s-2+k]}{[n]} .
\end{gathered}
$$

For the sake of convenience, we denote

$$
\lambda_{1}=\frac{q^{n-s+1}[k][n-s+2-k]\left\{q^{n}+[s-1]\right\}}{[n-s+1][n-s+2][n][n+1]},
$$

$$
\lambda_{2}=\frac{q^{n-s+1}[k][n-s+2-k]\left\{q^{s-2}+q^{n}[s-1]\right\}}{[n-s+1][n-s+2][n][n+1]},
$$

then we have

$$
\begin{aligned}
& \left\{L_{n+1, s}(f, q ; x)-L_{n, s}(f, q ; x)\right\} \prod_{l=0}^{n-s+1}\left(1-q^{l} x\right)^{-1} \\
\leq & \sum_{k=1}^{n-s+1}\left\{\lambda_{1}\left(f\left[\eta_{1}, x_{n+1, k}\right]-f\left[x_{n, k}, x_{n, s-2+k}\right]\right)+\lambda_{2}\left(f\left[x_{n, k}, x_{n, s-2+k}\right]-f\left[x_{n+1, s-1+k}, \eta_{2}\right]\right)\right\} \varphi_{n, k}(x) .
\end{aligned}
$$

As

$$
x_{n, k-1}<\eta_{1}<x_{n+1, k}<x_{n, k}<x_{n, s-2+k}<x_{n+1, s-1+k}<\eta_{2}<x_{n, s-1+k}
$$

$\lambda_{i} \geq 0, i=1,2$, and $f(x)$ is convex on $[0,1]$, we have for $n$ sufficiently large that

$$
\begin{equation*}
L_{n+1, s}(f, q ; x)-L_{n, s}(f, q ; x) \leq 0 \tag{2.2}
\end{equation*}
$$

holds for all $x \in[0,1]$. For $s=0,(2.2)$ is clear. The proof of Theorem 2 is complete.

## 3 Approximation Theorem

For $0<q<1, f \in C[0,1]$, it is not difficult to get for $x \in[0,1]$,

$$
\begin{equation*}
\left|L_{n, s}(f, q ; x)-f(x)\right| \leq 2 \omega\left(f, \sqrt{\left(\frac{[1]}{[n]}+\frac{q^{n-s}[s]^{2}-q^{n-s}[s]}{[n]^{2}}\right) x(1-x)}\right) \tag{3.1}
\end{equation*}
$$

where $\omega(f, t)$ is the usual modulus of continuity of the function $f(x)$.
As for a fixed $q$ satisfying $0<q<1, \lim _{n \rightarrow \infty}[n]^{-1}=0$ does not hold, we can conclude that the generalization of Stancu operator $L_{n, s}(f, q)$ does not converge to the mother function $f(x)$ any more, whatever the parameter $s$ is. While for $q=q(n) \in(0,1]$ and $\lim _{n \rightarrow \infty} q_{n}=1, L_{n, s}\left(f, q_{n} ; x\right)$ converges to the continuous function $f(x)$ uniformly for $x \in[0,1]$. However, the approximation rate can not be better than the Stancu polynomials. Actually, under some necessary condition of integer $s$, for $f \in C[0,1], L_{n, s}(f, q ; x)$ converges to a limit operator which is defined as:

Definition $3^{[7]}$. For any nonnegative integer $n, f(x) \in C[0,1]$,

$$
B_{\infty}(f, q ; x)=\left\{\begin{array}{l}
\sum_{k=0}^{\infty} f\left(1-q^{k}\right) p_{\infty, k}(q ; x), \quad 0 \leq x<1  \tag{3.2}\\
f(1), \quad x=1
\end{array}\right.
$$

where $p_{\infty, k}(q ; x)=\frac{x^{k}}{(1-q)^{k}[k]!} \prod_{s=0}^{\infty}\left(1-q^{s} x\right)$.
In detail, we have the following theorem.

Theorem 3. Let $f(x) \in C[0,1]$, abd $s$ an integer with $0 \leq s<\frac{n}{2}$, and $0<q<1$, then holds

$$
\begin{equation*}
\left\|L_{n, s}(f, q ; x)-B_{\infty}(f, q ; x)\right\|_{C} \leq\left(4-\frac{4 \ln (1-q)}{q(1-q)}\right) \omega\left(f, q^{n-s+1}\right) \tag{3.3}
\end{equation*}
$$

It can be seen from this theorem that for fixed integer $s$ or $s=s(n), n-s(n) \rightarrow \infty$,

$$
\lim _{n \rightarrow \infty}\left\|L_{n, s}(f, q ; x)-B_{\infty}(f, q ; x)\right\|_{C}=0
$$

holds for $0<q<1$. This result has some slightly difference with the corresponding result of Stancu operator in [2]. To Stancu operator, when $s=s(n)$ it should satisfy $s=o(n)$ as $n \rightarrow \infty$ to make sure the convergence of the relevant Stancu polynomial. While to q-Stancu operator it only needs $n-s(n) \rightarrow \infty$. Hereby for $s=s(n)=\frac{n-1}{2}, \frac{n}{3}, \frac{n}{4}, \cdots$, we still have $\lim _{n \rightarrow \infty}\left\|L_{n, s}(f, q ; x)-B_{\infty}(f, q ; x)\right\|_{C}=0$, but for Stancu operator it doesn't hold any longer.

Proof of Theorem 3. Based on the proposition 2 and the linear preserving properties of the limit operator $B_{\infty}(\cdot, q)$ [7], we can assume $f(0)=f(1)=0$ without loss of generality.

Then we have

$$
\begin{aligned}
& \left|L_{n, s}(f, q ; x)-B_{\infty}(f, q ; x)\right| \\
& =\left\lvert\, \sum_{k=0}^{n-s+1}\left\{\frac{[n-s+1-k]}{[n-s+1]} f\left(\frac{[k]}{[n]}\right)+\frac{q^{n-s+1-k}[k]}{[n-s+1]} f\left(\frac{[s-1+k]}{[n]}\right)\right\} p_{n-s+1, k}(q ; x)\right. \\
& \quad-\sum_{k=0}^{\infty} f\left(1-q^{k}\right) p_{\infty}(q ; x) \mid \\
& \leq \left\lvert\, \sum_{k=0}^{n-s+1}\left\{\frac{[n-s+1-k]}{[n-s+1]}\left(f\left(\frac{[k]}{[n]}\right)-f\left(1-q^{k}\right)\right)+\frac{q^{n-s+1-k}[k]}{[n-s+1]}\left(f\left(\frac{[s-1+k]}{[n]}\right)\right.\right.\right. \\
& \left.\left.\quad-f\left(1-q^{k}\right)\right)\right\} p_{n-s+1, k}(q ; x)\left|+\left|\sum_{k=0}^{n-s+1}\left(f\left(1-q^{k}\right)-f(1)\right)\left(p_{n-s+1, k}(q ; x)-p_{\infty, k}(q ; x)\right)\right|\right. \\
& \quad+\left|\sum_{k=n-s+2}^{\infty}\left(f\left(1-q^{k}\right)-f(1)\right) p_{\infty, k}(q ; x)\right|:=I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

From the proof of Theorem 1 in [11], we know

$$
I_{2} \leq \frac{-4 \ln (1-q)}{q(1-q)} \omega\left(f, q^{n-s+1}\right), \quad \quad I_{3} \leq \omega\left(f, q^{n-s+1}\right)
$$

Since for $0<\delta \leq \eta \leq 1$, holds $\frac{\omega(f, \eta)}{\eta} \leq 2 \frac{\omega(f, \delta)}{\delta}$, then we have

$$
\begin{aligned}
I_{1} & \leq \sum_{k=0}^{n-s+1}\left\{\frac{[n-s+1-k]}{[n-s+1]} \omega\left(f, \frac{[k]}{[n]} q^{n}\right)+\frac{q^{n-s+1-k}[k]}{[n-s+1]} \omega\left(f, \frac{[s-1]}{[n]} q^{k}+\frac{[k]}{[n]} q^{n}\right)\right\} p_{n-s+1, k}(q ; x) \\
& \leq \sum_{k=0}^{n-s+1} \omega\left(f, \frac{[k]}{[n]} q^{n}\right) p_{n-s+1, k}(q ; x)+\sum_{k=0}^{n-s+1} \frac{q^{n-s+1}[k]}{[n-s+1]} \frac{[s-1]}{[n]} \frac{\omega\left(f, \frac{[s-1]}{[n]} q^{k}\right)}{\frac{[s-1]}{[n]} q^{k}} p_{n-s+1, k}(q ; x) \\
& \leq \omega\left(f, q^{n}\right)+\sum_{k=0}^{n-s+1} \frac{q^{n-s+1}[k]}{[n-s+1]} \frac{[s-1]}{[n]} \frac{2 \omega\left(f, \frac{[s-1]}{[n]} q^{n-s+1}\right)}{\frac{[s-1]}{[n]} q^{n-s+1}} p_{n-s+1, k}(q ; x) \\
& \leq \omega\left(f, q^{n}\right)+2 \omega\left(f, \frac{[s-1]}{[n]} q^{n-s+1}\right) \sum_{k=0}^{n-s+1} \frac{[k]}{[n-s+1]} p_{n-s+1, k}(q ; x) \\
& \leq \omega\left(f, q^{n}\right)+2 x \omega\left(f, \frac{[s-1]}{[n]} q^{n-s+1}\right) .
\end{aligned}
$$

Combining the results of $I_{1}, I_{2}, I_{3}$ we complete the proof of Theorem 3 .
Figure 1 The function $f(x)$ is the segment by segment linear function combining $(0,0),(0.2,0.6)$, $(0.6,0.8),(0.9,0.7)$ and $(1,0)$. The others are $L_{15,3}(f, 0.7 ; x), L_{11,5}(f, 0.7 ; x), L_{7,3}(f, 0.7 ; x)$ and $L_{20,3}(f, 0.5 ; x)$ from up to down.
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