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Abstract. In the spectral solution of 3-D Poisson equations in cylindrical and spherical
coordinates including the axis or the center, it is convenient to employ radial basis func-
tions that depend on the Fourier wavenumber or on the latitudinal mode. This idea has
been adopted by Matsushima and Marcus and by Verkley for planar problems and pur-
sued by the present authors for spherical ones. For the Dirichlet boundary value problem
in both geometries, original bases have been introduced built upon Jacobi polynomials
which lead to a purely diagonal representation of the radial second-order differential
operator of all spectral modes. This note details the origin of such a diagonalization
which extends to cylindrical and spherical regions the properties of the Legendre basis
introduced by Jie Shen for Cartesian domains. Closed form expressions are derived for
the diagonal elements of the stiffness matrices as well as for the elements of the tridi-
agonal mass matrices occurring in evolutionary problems. Furthermore, the bound on
the condition number of the spectral matrices associated with the Helmholtz equation
are determined, proving in a rigorous way one of the main advantages of the proposed
radial bases.
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1. Introduction

The spectral method is the par excellence approach for solving elliptic problems in
geometrically simple domains. For instance, for the simplest plane domain—a rectangle—
the solution can be approximated by a double expansion of product functions defined
conveniently so that the 2-D Laplace operator is reduced to a pair of ordinary differential
equations, see, e.g., Gustafson [6, p.144]. In this way, variable separation is recognized to
be the leading lady of the play of the solution procedure, whenever the partial differential
equation is homogeneous.
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For nonhomogeneous equations, variable separation changes its character substantially
on the stage of the numerical dance but it remains starring. The expansion functions, that
in the homogeneous case are the product of analytical solutions to ODEs, are now replaced
by basis functions that can be chosen more freely. For instance, always with reference to the
Poisson equation in a rectangle, polynomials in the Cartesian coordinate variables can be
employed. This leads to a matrix representation of the terms of the elliptic equation usually
written by the direct product notation. Alternatively, the terms of the constant coefficient
discrete equation can be read very conveniently as the pre- and post-multiplication of the
rectangular array of unknown coefficients by the operator matrices associated with the two
spatial directions. Such an interpretation lends itself to direct solution algorithms which
are based on the diagonalization of the pre- and/or post-multiplying matrices, as it was
proposed in the classical paper of Haidvogel and Zang [7]. The diagonalization procedure
acts independently on each spatial direction and represents therefore a numerical coun-
terpart of the analytical method of separation of variables, as pointed out by Boyd [5, p.
314].

On the other hand, the relative arbitrariness in the selection of the spectral basis func-
tions for nonhomogeneous problems allows one to search for appropriate bases that give
the most convenient matrices from the viewpoint of sparsity and conditioning. For the
Cartesian Laplacian, Jie Shen has introduced a basis of Legendre polynomials [13] which
is optimal for the solution of Dirichlet problems for second-order elliptic equations. In fact,
Shen’s functions constitute a hierarchical basis and lead to the simplest representation of
the second derivative operator: the identity matrix. Furthermore, the spectral components
of the unknown in a given direction are coupled only very weakly, as revealed by the tridi-
agonal profile of the mass matrix, when even-odd mode reordering is exploited. The good
properties of this basis are also revealed by the condition number of the basic matrix of the
Galerkin spectral solver which goes as N2, where N is the number of the basis functions in
one spatial direction, instead of N4 as in pure Legendre or Chebyshev polynomial approx-
imations. Thus, a double diagonalization to build a direct solver à la Haidvogel and Zang
can be efficiently employed and provides an optimally stable solution procedure.

But what happens to the diagonalization and the direct solution strategy for fully 3-D
problems in a cylindrical or spherical domain which includes the axis or the centre? Almost
invariably, the first step consists in a Fourier expansion of the angular dependence around
the cylindrical or polar axis. In this way, the 3-D elliptic equation is transformed into a
sequence of 2-D elliptic equations for the Fourier expansion coefficients of the unknown.
Then, the dependence on the radial variable must be tackled, having in mind that the equa-
tion becomes singular for r → 0. The singularity is actually only a mathematical artifact
of the coordinate system employed, while the 3-D solution to any physical problem should
not suffer any loss of differentiability there. As a consequence, the expansion coefficients
of an infinitely differentiable function expressed in cylindrical or spherical coordinates by
a direct product basis must satisfy suitable regularity conditions as r → 0.

In the cylindrical case, a double expansion in direct product form can be employed to
represent the dependence on the radial and axial variable, see, e.g., [9,14]. This approach
is simple but it presents the drawback of retaining more degrees of freedom than strictly
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necessary since the regularity conditions are disregarded, with an implied wasteful over-
resolution near the axis.

An alternative approach is to exploit the regularity conditions [10] and to build a
representation of the radial variable employing a number of basis functions which depends
on the Fourier wavenumber m. Matsushima and Marcus [12] and independently Verkley
[16, 17] proposed one-sided Jacobi polynomials to represent the radial dependence and
used different radial functions for each m. These polynomials are one-sided in the sense
that there is a transformation x = 2r2 − 1 relating the radial interval 0 ≤ r ≤ 1 for the
unit circle to the standard unit interval |x | ≤ 1 and that they incorporate a factor rm. A
triangular truncation scheme is then adopted so that linear systems of order decreasing
with m are obtained to solve the second derivative operator in the radial variable. By
means of recurrence relations, the Laplacian operator in 2-D polar coordinates is inverted
by solving pentadiagonal matrix problems.

The same idea of exploiting the regularity conditions was followed by the present
authors for the solution of the 3-D Dirichlet boundary value problem in a finite cylin-
der [3]. A different basis of one-sided polynomials was introduced, endowed with addi-
tional favourable properties: the essential fulfillment of homogeneous Dirichlet conditions
and a maximal reduction of the algebraic complexity of the stiffness problem in a circle and
in a cylinder. In fact, a term proportional to m2 is made to appear in the Laplacian term by
the Fourier expansion. Apparently, this term has nothing to do with that representing the
second-order radial derivative. As a matter of fact, thanks to a judicious, and quite natu-
ral, choice of the Jacobi polynomials, the m2 term cancels out with part of the derivative
term. As a result, the remaining part of the second derivative is found to be represented
quite simply by a diagonal matrix or, more precisely, by a sequence of diagonal matrices
of dimension decreasing with m. At the same time, the remaining z term of the Laplacian
requires the introduction of mass matrices which are found to be tridiagonal. Thus, the
cylindrical Laplacian reduces to a sequence of 2-D elliptic equations which can be solved
directly by double diagonalization, similarly to the 2-D Cartesian Laplacian. However, since
the diagonal matrix representing the radial stiffness is not the identity nor a constant, a
generalized eigenvector decomposition is required for dealing with the matrices for the ra-
dial variable. Consequently, the separation of variables is still possible in polar/cylindrical
geometry, through the generalized eigendecomposition of matrices with dimension de-
creasing with m. In conclusion, by construction, the new Jacobi basis avoids the so-called
pole problem encountered in evolutionary problems by spectral methods of direct-product
type and leads to a solution algorithm free from any time-step over-restriction.

Coming to the Poisson equation inside a sphere, most spectral methods rely upon spher-
ical harmonics which, being the eigenfunction of the surface Laplacian operator, reduce the
3-D equation to a set of independent ordinary differential equations in the radial variable.
Different choices for the approximation over the sphere are possible, see [15] and the ref-
erences therein. An extended discussion about the spectral approximation of the radial
dependence is presented in [11]. Considering the complete equation for the expansion co-
efficients in spherical harmonics, a term proportional to ℓ(ℓ+1) occurs in it, similarly to the
cylindrical case. Luckily, also in the spherical case, a basis of functions of the radial variable
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can be conceived so that the ℓ(ℓ+1) term is absorbed in a single final term associated with
the second order radial derivative [2]. Moreover, the matrix associated with such a term
turns out to be diagonal, as in the cylindrical case. Thus, combining spherical harmonics
with the new Jacobi radial basis for the spherical domain achieves the remarkable result of
a complete diagonalization of the 3-D Poisson equation inside a sphere: the basis functions
of the two sets combined together are indeed the eigenfunctions of the three-dimensional
Laplacian in a spherical region. Only when solving evolutionary problems, a second term
is present in the ordinary differential equation, that involves the mass matrices, found to
be tridiagonal. In this cases the highest variable separation achievable in the solution of
the Dirichlet problem inside a sphere requires to invert only tridiagonal matrix problems.
The same applies also to the Neumann problem which can be solved by the same basis [2].

Once the most natural bases have been formulated to solve Dirichlet problems in cylin-
drical and spherical domains by fully spectral approximations, it remains to assess their
numerical properties, embodied in the condition numbers of the matrices associated to the
considered elliptic operator. This is precisely the subject of the present paper that focuses
on the determination of theoretical estimates and bounds for the condition numbers of the
spectral matrices defined by the new Jacobi polynomials, after the explicit expressions of
all their nonzero elements have been derived.

The paper is structured as follows. Section 2 discusses the case of cylindrical coordi-
nates while Section 3 is devoted to spherical coordinates. In both sections, we first define
the spectral approximation of the Dirichlet problem for the Laplace operator, then give
the formula defining all matrix elements of the diagonal stiffness and the tridiagonal mass
matrices. Moreover, we establish bounds on matrix elements and provide estimates and
bounds for the eigenvalues and the condition numbers of the relevant spectral solution
matrices. The last section is devoted to the concluding remarks.

2. Spectral approximation in cylindrical coordinates

2.1. Dirichlet problem

Let us consider the Poisson equation in cylindrical coordinates for a scalar unknown
u= u(r, z,φ)

−
1

r
∂r

�

r∂ru
�

−
1

r2
∂ 2
φu− ∂ 2

z u = f (r, z,φ), (2.1)

where f (r, z,φ) is a known source term defined in a cylindrical domain of finite axial
extent Ω ≡ (0, c] × [−h,h]× [0,2π), including part of the z axis. The elliptic equation
(2.1) is assumed to be supplemented by the homogeneous Dirichlet boundary condition
u= 0 on the entire boundary ∂ Ω of the cylinder.

Thanks to the periodic character of the φ variable, the right-hand side and the un-
known can be expanded by means of a real Fourier series. In order to discretize the prob-
lem, the series is truncated at a suitable integer N > 0, so that −N + 1 ≤ m ≤ N , and
the Fourier expansions are approximated by finite summations; for instance, the truncated
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expansion of the unknown is

u(r, z,φ) =u0(r, z) + uN (r, z) cos(Nφ)

+ 2
N−1
∑

m=1

�

um(r, z) cos(mφ)− u−m(r, z) sin(mφ)
�

, (2.2)

where the coefficients um(r, z) and u−m(r, z), for m = 0,1,2, · · · , are defined by

u±m(r, z) =
1

2π

∫ 2π

0

u(r, z,φ)
cos(mφ)

sin(mφ)
dφ. (2.3)

The absence of the coefficient 2 in front of last term in (2.2) should be noticed. A similar
Fourier expansion is used for the right-hand side f . To ensure infinite differentiability of
the solution on the axis, the Fourier components um(r, z) will have to satisfy the regularity
conditions for r → 0 reported in [10]:

um(r, z) ∼ r |m|Um(r2, z), (2.4)

where Um is a regular function of both variables.
The expansion (2.2) is now introduced in the original elliptic equation (2.1). Equating

similar terms and simplifying, we obtain a system of uncoupled equations for the modal
unknowns um(r, z)

−
1

r
∂r

�

r∂ru
m
�

+
m2um

r2
− ∂ 2

z um = f m(r, z). (2.5)

Let us introduce, for m ≥ 0, the polynomials

P⋆m
i (s) =

1− s

2
P
(1,m)
i−1 (s), i = 1,2, · · · , (2.6)

where P
(α,β)
i

(s), −1 ≤ s ≤ 1, denotes the Jacobi polynomials [1]. Then, we introduce the
expansion functions

Qm
i (s)≡

�1+ s

2

�m/2
P⋆m

i (s) =
1− s

2

�1+ s

2

�m/2
P
(1,m)
i−1 (s), i = 1,2, · · · , (2.7)

as well as their counterparts with the dimensionless radial variable ρ = r/c, related to s

by s = 2ρ2− 1, as independent variable

Bm
i (ρ)≡Qm

i

�

2ρ2 − 1
�

= ρm P⋆m
i

�

2ρ2− 1
�

=(1−ρ2)ρm P
(1,m)
i−1

�

2ρ2− 1
�

, i ≥ 1. (2.8)

Basis functions Bm
i (ρ) sin(mφ) and Bm

i (ρ) cos(mφ) for the spectral approximation in the
circle are shown in Fig. 1 for N = 4. The plot clearly illustrates the triangular truncation
of the proposed approximation: the higher the wavenumber the lower the number of basis
functions in the radial direction. Moreover, the plot shows the dependence on the Fourier
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i
(ρ) cos(mφ),right, for N = 4.

wavenumber of the radial resolution near the centre: the higher the wavenumber, the
lower the resolution.

The approximate solution um(ρ,ζ), where ζ = z/h, with |ζ| ≤ 1, is expanded in the
double series

um(ρ,ζ) =
N−|m|
∑

i=1

B
|m|
i
(ρ)um

i; j L∗j (ζ)

J
∑

j=2

, (2.9)

where the inverted summation symbol is used for the sum over the second index.
On the other side, the basis {L∗j (ζ)}, |ζ| ≤ 1, is defined as

L∗j (ζ) =
L j−2(ζ)− L j(ζ)
p

2(2 j− 1)
, j ≥ 2. (2.10)

This basis was introduced by Shen [13] and contains linear combinations of two Legendre
polynomials in order to satisfy homogeneous Dirichlet conditions at both extremes ζ =±1.

The complete spectral expansion considered here for the unknown u(ρ,ζ,φ) of the
Dirichlet boundary value problem with homogeneous conditions in the cylindrical domain
is therefore given by

u(ρ,ζ,φ) =
N
∑

i=1

B0
i (ρ) u0

i; j L∗j (ζ)

J
∑

j=2

+ 2
N−1
∑

m=1

�

N−m
∑

i=1

Bm
i (ρ) u±m

i; j L∗j (ζ)

J
∑

j=2

�

cos(mφ)

− sin(mφ)
. (2.11)



Cylindrical and Spherical Spectral Matrices 119

The presence of superposed cosine and sine functions means that two distinct series are
involved by the Fourier summation. The nested dependence of the upper extreme of the
summation over i on the index m of the Fourier expansion must be noticed.

The standard way of obtaining the fully discrete spectral equations of the Dirichlet-
Poisson problem is to start from the modal equation (2.5) and to multiply it by r to obtain
the weak formulation in the proper weighted Sobolev space [4]. Then, having introduced
the dimensionless variables ρ = r/c and ζ = z/h, 0 < ρ ≤ 1 and |ζ| ≤ 1, equation
(2.5) is recast in weak form by the Galerkin method. The equation for the transformed
modal unknown ũm(ρ,ζ) = um(r, z), which will still be indicated by the same letter um, as
um(ρ,ζ), is obtained in the form

∫ 1

0

∫ 1

−1

�

ρ

c2
(∂ρv)(∂ρum) +

m2

c2

v um

ρ
+ρ (∂ζv)(∂ζu

m)
1

h2

�

dρ dζ

=

∫ 1

0

∫ 1

−1

ρ v(ρ,ζ) f m(cρ,hζ) dρ dζ, (2.12)

where v(ρ,ζ) denotes the weighting function vanishing on the domain boundary. Intro-
ducing the expansion (2.9) of um(ρ,ζ) into the weak equation for this unknown, and
choosing as weighting functions v(ρ,ζ) the same basis functions used to expand the solu-
tion, the weak equation leads to the following system of equations

c−2
D
�m Um

M + M
�m Um

Dh−2 = Fm, (2.13)

for −N + 1 ≤ m ≤ N . Here the matrices D
�m and M

�m have elements defined as follows,
with m ≥ 0,

d
�m

i,i′ =

∫ 1

−1

�

4
�1+ s

2

�

[DsQ
m
i (s)][DsQ

m
i′
(s)] +

m2

4

�1+ s

2

�−1
Qm

i (s)Q
m
i′
(s)

�

ds,

µ
�m

i,i′
=

1

4

∫ 1

−1

Qm
i (s)Q

m
i′
(s) ds, (2.14)

where Ds = d/ds. The order of a matrix with superscript �m is N − m, and is therefore
N , (N − 1), · · · , 2,1 for m = 0,1,2, · · · , N − 1, respectively. On the other side, matrix M in
the axial direction have elements defined by

µ j, j′ =

∫ 1

−1

L∗j (ζ) L∗
j′
(ζ) dζ

and is found to be pentadiagonal, while the stiffness matrix D has elements defined by

d j, j′ =

∫ 1

−1

[DζL∗j (ζ)][DζL∗
j′
(ζ)] dζ

and is found to be coincident with the identity matrix.
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2.2. Tridiagonal mass matrices

The profile of the symmetric mass matrix M
�m and its elements are established by the

following

Proposition 2.1. For any m≥ 0, the mass matrix M
�m

is tridiagonal and its nonzero elements

are defined by

µ
�m

i,i =
i2

(2i+m− 1)(2i+m)(2i+m+ 1)
, for 1≤ i ≤ N −m, (2.15)

µ
�m

i,i+1 =
−i(i + 1)

2(2i+m)(2i+m+ 1)(2i+m+ 2)
, for 1≤ i ≤ N −m− 1, (2.16)

and µ
�m

i,i−1 = µ
�m

i−1,i, for 2≤ i ≤ N −m.

Proof. The tridiagonal character of M
�m is a consequence of the orthogonality relation

of the Jacobi polynomials P
(α,β)
i

(s), with |s| ≤ 1, i = 0,1,2, · · · , and α > 0 and β > 0,
which reads

∫ 1

−1

(1− s)α(1+ s)β P
(α,β)
i

(s) P
(α,β)
k

(s) ds

=
2α+β+1

α+ β + 2i + 1

Γ (α+ i+ 1)Γ (β + i + 1)

i!Γ (α+ β + i + 1)
δi,k. (2.17)

In the particular case α = 1 this relation reduces to
∫ 1

−1

(1− s)(1+ s)βP
(1,β)
i
(s) P

(1,β)
k
(s) ds =

2β+2(i + 1)

(β + 2i+ 2)(β + i + 1)
δi,k, (2.18)

and for α= 0
∫ 1

−1

(1+ s)β P
(0,β)
i
(s) P

(0,β)
k
(s) ds =

2β+1

β + 2i+ 1
δi,k. (2.19)

By the definition (2.7) the elements of the mass matrix are

µ
�m

i,i′
=

1

4

∫ 1

−1

�

1− s

2

�2�1+ s

2

�m

P
(1,m)
i−1 (s) P

(1,m)
i′−1

(s) ds. (2.20)

Thanks to the recurrence relation for Jacobi polynomials, for i ≥ 1,

1− s

2
P
(1,m)
i−1 (s) =

i

2i+m

�

P
(0,m)
i−1 (s)− P

(0,m)
i

(s)
�

, (2.21)

we obtain

µ
�m

i,i′
=

ii′

4(2i+m)(2i′ +m)

∫ 1

−1

�

1+ s

2

�m

×
�

P
(0,m)
i−1 (s)− P

(0,m)
i

(s)
��

P
(0,m)
i′−1

(s)− P
(0,m)
i′

(s)
�

ds.
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Developing the product, the following four contributions

P
(0,m)
i−1 P

(0,m)
i′−1

, −P
(0,m)
i−1 P

(0,m)
i′

, −P
(0,m)
i

P
(0,m)
i′−1

, P
(0,m)
i

P
(0,m)
i′

are obtained in the integrand. However, thanks to the orthogonality relation (2.19), each
of them can integrate to a nonzero quantity only provided the i′ = i or i′ = i±1. Thus, the
symmetric mass matrix M

�m is tridiagonal. A direct calculation provides the values stated
in the proposition. �

2.3. Diagonal stiffness matrices

The standard variational procedure leads to the definition of the elements d
�m

i,i′
of the

stiffness matrix D
�m given by (2.14). However, this definition hides the fundamental prop-

erty of the stiffness matrix D
�m , namely, that of being diagonal and of not depending on

the term ∝ m2. These properties can be established starting from the integral form of the
equation but with the differential operator retained in strong form before the integration
by parts and employing the Jacoby equation, as suggested by P. W. Livermore in a private
communication (2008) about the spherical case (see below). We have in fact the

Proposition 2.2. For any m ≥ 0, the stiffness matrix D
�m

is diagonal and its elements are

given by

d
�m

i
=

2i2

2i+m
with 1≤ i ≤ N −m. (2.22)

Proof. Instead of the stiffness element definition (2.14), let us consider the modal
elliptic equation (2.5) in strong form and then consider the expansion component Qm

i
(s) of

the first two terms of the equation. After introducing the change of variables, they become

−4Ds

�

1+ s

2
Ds

�

1− s

2

�

1+ s

2

�m

2

P
(1,m)
i−1 (s)

��

+
m2

4

1− s

2

�

1+ s

2

�m

2
−1

P
(1,m)
i−1 (s).

Let us focus on the first contribution, by developing the internal derivative, we obtain

Ds

�

1+ s

2
Ds

�

1− s

2

�

1+ s

2

�m

2

P
(1,m)
i−1 (s)

��

= Ds

�

1− s

2

�

1+ s

2

�m

2
+1

DsP
(1,m)
i−1 (s)p

+
m

4

1− s

2

�

1+ s

2

�m

2

P
(1,m)
i−1 (s)−

1

2

�

1+ s

2

�m

2
+1

P
(1,m)
i−1 (s)

�

.

By evaluating the external derivative we obtain

Ds

�

1+ s

2
Ds

�

1− s

2

�

1+ s

2

�
m

2

P
(1,m)
i−1 (s)

��

=
m2

16

1− s

2

�

1+ s

2

�m

2
−1

P
(1,m)
i−1 (s) +

1− s

2

�

1+ s

2

�m

2
+1

D2
s
P
(1,m)
i−1 (s)

−
m+ 1

4

�

1+ s

2

�m

2

P
(1,m)
i−1 (s) +

�

(m+ 1)(1− s)

4
−

1+ s

2

��

1+ s

2

�m

2

DsP
(1,m)
i−1 (s).
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By taking into account the coefficients −4 in front of the original term, the term ∝ m2

in the third line above is found to cancel with the second contribution of the expression
we started from. This result is remarkable and leads to the following replacement, after
reordering the remaining terms:

Ds

�

1+ s

2
Ds

�

1− s

2

�

1+ s

2

�m

2

P
(1,m)
i−1 (s)

��

−→
1

4

�

1+ s

2

�m

2

×
n

�

1− s2�D2
s P
(1,m)
i−1 (s) + [m− 1− (m+ 3)s]DsP

(1,m)
i−1 (s)− (m+ 1)P(1,m)

i−1 (s)
o

.

By the Jacobi equation

(1− s2)D2
s P
(1,m)
i

+ [m− 1− (m+ 3)s]DsP
(1,m)
i

+ i(i +m+ 2)P(1,m)
i

= 0, (2.23)

with i = 0,1,2 · · · , the replacement above simplifies to

Ds

�

1+ s

2
Ds

�

1− s

2

�

1+ s

2

�m

2

P
(1,m)
i−1 (s)

��

−→ −
i(i +m)

4

�

1+ s

2

�m

2

P
(1,m)
i−1 (s).

As a consequence, the stiffness matrix elements can be characterized more simply as

d
�m

i,i′
= i′(i′+m)

∫ 1

−1

1− s

2

�

1+ s

2

�m

P
(1,m)
i−1 (s) P

(1,m)
i′−1

(s) ds,

which, by virtue of the orthogonality condition (2.18) with β = m, gives

d
�m

i,i′
=

2i2

2i+m
δi,i′ .

For simplicity the diagonal elements will be denoted by d
�m

i
instead of d

�m

i,i . �

2.4. Matrix properties

Once the stiffness matrix D
�m and the mass matrix M

�m have been computed, bounds
on their elements can be obtained to be used for estimating the condition numbers.

2.4.1. Stiffness matrix

First, let us examine the behaviour of the matrix elements with respect to i.

Proposition 2.3. For fixed m and for i ≥ 1, the diagonal elements d
�m

i
of D

�m

, are increasing

with i, hence

min
i≥1

d
�m

i
= d
�m

1 ≡
2

2+m
, m ≥ 0. (2.24)
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Proof. The order property is stated by the inequality:

(i + 1)2

2(i+ 1)+m
≥

i2

2i +m
⇐⇒ 2i2 + 2(m+ 1) i+m ≥ 0.

which is satisfied for

i ≤ −1
2

�

m+ 1+
p

m2 + 1
�

< 0 or i ≥ −1
2

�

m+ 1−
p

m2 + 1
�

≤ 0.

The thesis follows from the second inequality since i ≥ 1. �

The opposite trend is obtained with respect to m. It is indeed trivial to prove the
following

Proposition 2.4. The diagonal elements d
�m

i
of D

�m

are decreasing with m ≥ 0, for fixed

i ≥ 1 and as m→∞, d
�m

i
behave as m−1.

2.4.2. Mass matrix

Let us analyse the elements of M
�m . Let us start with the diagonal elements µ�

m

i,i . First, we

prove that µ�
m

i,i are bounded from above.

Proposition 2.5. ∀m≥ 0 and i ≥ 1, µ
�m

i,i ≤
1
6
.

Proof. The diagonal elements µ�
m

i,i of M
�m are decreasing as m is increased at fixed i.

So, we can simply analyse the case m = 0. In this case, µ�
o

i,i are decreasing with i, provided
the following inequality

i2

(2i− 1)2i (2i+ 1)
≥

(i + 1)2

(2i+ 1)(2i+ 2)(2i+ 3)

is satisfied, which occurs for i < −3
2

and i > 1
2
. Recalling that i ≥ 1, the maximum is

therefore found to be µ�
o

1,1 =
1
6
. �

Much in the same manner we prove the following:

Proposition 2.6. ∀m≥ 0 and i ≥ 1,
�

�µ
�m

i,i+1

�

� ≤ 1
24

.

It will be useful also the following:

Proposition 2.7. For any row i ≥ 1 and for m ≥ 0, the diagonal element of the mass matrix

is greater than the sum of the modulus of the offdiagonal elements:

µ
�m

1,1 >
�

�µ
�m

1,2

�

�, µ
�m

i,i >
�

�µ
�m

i,i−1

�

�+
�

�µ
�m

i,i+1

�

�, for 2≤ i ≤ N −m− 1,

and

µ
�m

N−m,N−m >
�

�µ
�m

N−m,N−m−1

�

�.
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Proof. The first row i = 1 has only two nonzero elements,

µ
�m

1,1 =
1

(m+ 1)(m+ 2)(m+ 3)
, µ

�m

1,2 = −
1

(m+ 2)(m+ 3)(m+ 4)
,

thus the inequality µ�
m

1,1 >
�

�µ
�m

1,2

�

� is satisfied, as could be inferred also from the positive
definiteness of the mass matrix. For i > 1 the thesis means that

i2

(2i+m− 1)(2i+m)(2i+m+ 1)

>
i(i + 1)

2(2i+m)(2i+m+ 1)(2i+m+ 2)
+

(i − 1) i

2(2i+m− 2)(2i+m− 1)(2i+m)
.

Since m > 0 and i > 1, by direct calculation it is readily shown that this inequality is always
satisfied for 2≤ i ≤ N −m− 1. Finally, for the last row we have

µ
�m

N ,N =
N2

(2N +m− 1)(2N +m)(2N +m+ 1)
, µ

�m

N ,N−1 =
−(N − 1)N

2(2N +m− 2)(2N +m− 1)(2N +m)
,

thus the inequality µ�
m

N ,N > |µ
�m

N ,N−1| simplifies to

N

2N +m+ 1
>

N − 1

2(2N +m− 2)
,

which is identically satisfied for any N ≥ 1, as could be also predicted, as before, from the
positive definiteness of the mass matrix. �

As will be shown later, these estimates are useful to describe how the condition number
depends on the parameter N . However, to investigate also how the condition number
depends on m for fixed N , the sharper estimates reported in the following propositions
will be needed.

Proposition 2.8. ∀m≥ 0 and i ≥ 1,

µ
�m

i,i ≤min

�

1

6
,

(N −m)2

(m+ 1)(2N −m)(2N −m+ 1)

�

. (2.25)

Proof. Let us first exploit the fact that i ≥ 1 to rewrite the diagonal elements as

µ
�m

i,i =
1

(2i+m− 1)(2+m/i)(2+ (m+ 1)/i)
for 1≤ i ≤ N −m. (2.26)

To obtain an upper bound with respect to i of the diagonal elements, we need to consider
the minimum of the fraction denominator since its numerator is constant. Let us consider
separately the first term in the denominator from the second and third terms. For the first
one, it is simple to show that it has a minimum for fixed m and i ≥ 1 by verifying the
inequalities

2i +m+ 1> 2i+m− 1≥ m+ 1.
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The other two terms in the denominator can be written as 2+ k/i, k ≥ 0. They are both
decreasing with i since the inequality

2+m/i ≥ 2+m/(i + 1)

is identically satisfied provided k ≥ 0 which is true for both terms for all m ≥ 0. Then the
minimum denominator corresponds to (m+1)[2+m/(N−m)][2+(m+1)/(N−m)] and
rearranging we obtain immediately

µ
�m

i,i ≤
(N −m)2

(m+ 1)(2N −m)(2N −m+ 1)
.

Now, for m= 0 and N sufficiently high this bound can be less sharp than the one provided
in Proposition 2.5, in fact the limit

lim
N→∞

(N −m)2

(m+ 1)(2N −m)(2N −m+ 1)
=

1

4(m+ 1)

is greater than 1/6 if m = 0. The thesis follows considering the minimum between the
two. �

Proposition 2.9. ∀m≥ 0 and i ≥ 1,

�

�µ
�m

i,i+1

�

� ≤min

�

1

24
,

(N −m)(N −m− 1)

2(2N −m)(2N −m− 2)(m+ 3)

�

. (2.27)

Proof. The estimate can be obtained by an approach similar to the one adopted to
prove Proposition 2.6. Starting from the expression of the subdiagonal element

�

�µ
�m

i,i+1

�

�,
we rewrite the expression as

1

2(2+m/i)(2i +m+ 1)[2+m/(i + 1)]
(2.28)

it is possible since i ≥ 1. Then observe that this expression is maximum if the minimum
value of i = 1 is taken in the second term in the denominator and the maximum value of
i = N −m− 1 is taken in the other two terms. �

2.5. Eigenvalue estimates

To estimate the condition numbers, we first investigate the bounds of the eigenvalues
of the spectral matrices representing the radial operator associated with the Helmholtz
operator (−∇2 + γ), with γ ≥ 0, which occurs in evolutionary problems, where typically
γ∝ 1/∆t, ∆t denoting a time step. This operator leads to matrices A

�m which are a linear
combination of the stiffness matrix D

�m and the mass matrix M
�m :

A
�m

=D
�m

+αM�
m

, (2.29)
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where α= c2γ≥ 0. Therefore the diagonal elements of the A
�m matrices are

a
�m

i,i =

�

2+
α

(2i+m)2 − 1

�

i2

2i+m
, 1≤ i ≤ N −m− 1, (2.30)

while a
�m

i,i+1 are simply the extradiagonal elements of M
�m multiplied by α, namely:

a
�m

i,i+1 =
−α i(i + 1)

2(2i+m)(2i+m+ 1)(2i+m+ 2)
, 1≤ i ≤ N −m− 1, (2.31)

and a
�m

i,i−1 = a
�m

i−1,i , for 2≤ i ≤ N −m.

Owing to their definition, matrices A
�m are tridiagonal symmetric (and simply diagonal

when α = 0). They are also positive definite since the stiffness matrix is diagonal with
strictly positive elements and the mass matrices come from the discretization of the L2

norm. As a consequence, the eigenvalues of A
�m lie on the strictly positive real axis.

To estimate the eigenvalues, the Gershgorin-Hadamard theorem can be employed. It
states that matrix eigenvalues are contained in the union of the disks whose center is
each diagonal element and whose radius is the absolute sum of all other elements of the
corresponding matrix row. Since matrix A

�m is real and symmetric any its eigenvalue λ is
real and since the matrix is tridiagonal all the eigenvalues are such that











�

�λ− a
�m

1,1

�

�≤
�

�a
�m

1,2

�

�,
�

�λ− a
�m

i,i

�

� ≤
�

�a
�m

i,i−1

�

�+
�

�a
�m

i,i+1

�

�, for 2≤ i ≤ N −m− 1.
�

�λ− a
�m

N−m,N−m

�

�≤
�

�a
�m

N−m,N−m−1

�

�,

(2.32)

2.5.1. Largest and smallest eigenvalue estimate

We can now proceed to estimate the maximum eigenvalue of matrix A
�m , namely its spec-

tral radius ρ(A�
m

), and the minimum eigenvalue

ρ(A�
m

) =max
k

�

�λk(A
�m

)
�

� and ν(A�
m

) =min
k

�

�λk(A
�m

)
�

�, (2.33)

where λk(A
�m

) denotes the k-th eigenvalue of matrix A
�m .

Proposition 2.10. The following bound applies to the spectral radius of matrix A
�m

:

ρ(A�
m

)≤
2(N −m)2

2N −m
+
α

4
. (2.34)

Proof. The proof follows directly from the Gershgorin-Hadamard theorem thanks to
the definition of A

�m . Let R
�m

max denote the maximum radius of the circles centered at |a�
m

i,i |,
1≤ i ≤ N −m, namely

R�
m

max =max
n
�

�a
�m

1,2

�

�,
�

�a
�m

i,i−1

�

�+
�

�a
�m

i,i+1

�

�, 2≤ i ≤ N −m− 1,
�

�a
�m

N−m,N−m−1

�

�

o

.
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The largest eigenvalue of A
�m must lie to the left of the right end of the interval of size

R
�m

max and centered at the point given by the largest diagonal element of A
�m :

ρ(A�
m

)≤ R�
m

max + max
1≤i≤N−m

�

�a
�m

i,i

�

�.

Thanks to the estimate of off-diagonal elements of matrix M
�m given in Proposition 2.6,

R
�m

max ≤ α/12, so that

ρ(A�
m

)≤ max
1≤i≤N−m

�

�d
�m

i

�

�+α max
1≤i≤N−m

�

�µ
�m

i,i

�

�+
α

12
.

The estimates of the diagonal elements of D
�m given in Proposition 2.3 and of the diagonal

elements of M
�m given in Proposition 2.5 complete the proof. �

The estimate given in the previous proposition is valuable to obtain an overall bound
for the growth with respect to N of the condition number of the matrices representing
the discrete elliptic operators. Unfortunately, it is quite coarse and thus prevents a finer
description of how the condition number depends on m for fixed N . For this purpose,
in the following proposition we estimate sharper bounds depending on m for the largest
eigenvalues.

Proposition 2.11. The following bound applies to the spectral radius of matrix A
�m

:

ρ(A�
m

)≤
2(N −m)2

2N −m
+αmin

�

1

4
,

(N −m)2

(2N −m)(2N −m+ 1)(m+ 1)

+
(N −m)(N −m− 1)

(2N −m)(2N −m− 2)(m+ 3)

�

.

(2.35)

Proof. The proof is identical to the previous one but it exploits the estimates provided
in Propositions 2.8 and 2.9 instead of those in Propositions 2.5 and 2.6. �

This new estimate is finer since it describes the rapid decay of the mass matrix contri-
bution as m grows and it will allow to better estimate how the condition number of A

�m

depends on m for fixed N .
In estimating the eigenvalue lower bound care must be taken to avoid finding zero or

negative estimates which would be in fact totally useless. Gershgorin-Hadamard theorem
states that the minimum eigenvalue satisfies the following relationship:

ν(A�
m

)≥ min
1≤i≤N−m

�

a
�m

i,i −
�

�a
�m

i,i−1

�

�−
�

�a
�m

i,i+1

�

�

	

= min
1≤i≤N−m

�

d
�m

i
+α
�

µ
�m

i,i −
�

�µ
�m

i,i−1

�

�−
�

�µ
�m

i,i+1

�

�

�	

. (2.36)

This inequality provides us with the following estimate on the smallest eigenvalue of A
�m .

Proposition 2.12. For m≥ 0, ν(A�
m

)≥ d
�m

1 =
2

2+m
.

Proof. The proof follows directly from Eq. (2.36), and from Propositions 2.7 and 2.3.
�
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2.6. Condition number estimates

We are now in the position to estimate the behaviour of the maximum condition num-
ber associated with the matrices A

�m by the following

Lemma 2.1. The maximum condition number of the matrices A
�m

, m ≥ 0, is bounded from

above by CN2 as N →∞, where C > 1/2 is a constant independent of α.

Proof. Thanks to Propositions 2.10 and 2.12, the condition number χ of matrix A
�m is

such that

χ(A�
m

) =
ρ(A�

m

)

ν(A�
m

)
≤

2(N−m)2

2N−m
+ α

4
2

2+m

.

Since 2(N−m)2

2N−m
≤ N and m ≤ N , rearranging we can write

χ(A�
m

)≤
�

N +
α

4

��

1+
N

2

�

.

The thesis follows observing that the inequality
�

N +
α

4

��

N

2
+ 1

�

≤ CN2

is satisfied for N sufficiently large if, and only if, C > 1/2.

It is now interesting to estimate the bound of the condition number as a function of m

for fixed N . This is the aim of the following

Lemma 2.2. For fixed N, the condition number of the matrices A
�m

is bounded from above

by a function of m as

χ(A�
m

)≤

2(N−m)2

2N−m
+αmin

�

1
4
, (N−m)2

(2N−m)(2N−m+1)(m+1)
+

(N−m)(N−m−1)
(2N−m)(2N−m−2)(m+3)

�

2
2+m

. (2.37)

Proof. The result follows by exploiting the finer bound for the maximum eigenvalue of
A
�m stated by Proposition 2.11 and dividing it by the smallest eigenvalue in Proposition

2.12. �

The result of the previous Lemma is quite sharp and provides a good estimate of how
the condition number varies as m is increased. The left plot in Fig. 2 provides a comparison
between the estimate and the computed values of the condition numbers of different modes
for N = 128 and α = 1000. The right plot shows the values of the maximum condition
number for different truncations N up to N = 256 and confirms the theoretically predicted
bound ∝ N2.

The following Lemma completes the information about the behaviour of the maximum
condition number of the matrices A

�m as N increases provided in the previous results.
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Lemma 2.3. There exists NC > 0 such that, for N > NC , the condition number of the matrices

A
�m

, for m = εN, 0 < ε < 1 is bounded by C N2, where C is a strictly positive constant

satisfying C > ε(1− ε)2/(2− ε).

Proof. By introducing the assumption m = εN in the bound provided by the previous
Lemma we obtain

χ(A�
m

)≤

�

2(N − εN)2

2N − εN
+
α

4

�
�

2+ εN

2

�

=

�

(1− ε)2

2− ε
N +

α

8

�

(2+ εN).

Since the coefficient of the dominant term N2 in the right hand side of this inequality is
ε(1− ε)2/(2− ε)> 0 the thesis easily follows. �

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 20  40  60  80  100  120

C
o
n
d
it

io
n
 n

u
m

b
er

m

Computed value
Estimated bound

 10

 100

 1000

 10000

 100

M
ax

im
u
m

 c
o
n
d
it

io
n
 n

u
m

b
er

N

γ  = 1000    
N2

/10    

Figure 2: Left: Condition numbers of di�erent modes for N = 128 and α = 1000; omparison betweenthe estimate provided in Lemma 2.2 and the omputed ondition numbers. Right: Maximum onditionnumber for di�erent trunations N , up to N = 256.
3. Spectral approximation in spherical coordinates

3.1. Dirichlet problem

Consider the scalar Poisson equation −∇2u = f in spherical coordinates (r,θ ,φ)

−
1

r2 ∂r

�

r2 ∂ru
�

−
∂θ
�

sinθ ∂θu
�

r2 sinθ
−

∂ 2
φ

u

r2 sin2θ
= f (r,θ ,φ) (3.1)

to be solved inside the unit sphere r ≤ 1, supplemented by the homogeneous Dirichlet
condition u = 0 over the spherical surface r = 1, since the radial coordinate r has been
made already dimensionless. The solution is expanded in the Fourier series

u(r,θ ,φ) =u0(r,θ) + uN (r,θ) cos(Nφ)

+ 2
N−1
∑

m=1

�

um(r,θ) cos(mφ)− u−m(r,θ) sin(mφ)
�

. (3.2)
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In the space of the Fourier coefficients, the three-dimensional equation reduces to a set of
uncoupled two-dimensional elliptic equations

−∂ 2
mum = f m(r,θ), (3.3)

where

∂ 2
m ≡

1

r2 ∂r

�

r2∂r

�

+
∂θ
�

sinθ ∂θ
�

r2 sinθ
−

m2

r2 sin2θ
, (3.4)

for the Fourier expansion coefficients, um(r,θ) with −N + 1 ≤ m ≤ N , also supplemented
by homogeneous Dirichlet conditions um = 0, for r = 1.

The unknown variable um(r,θ) is then expanded in terms of the normalized associated
Legendre functions P̂m

ℓ
(cosθ)

um(r,θ) =
N
∑

ℓ=|m|

um
ℓ (r) P̂

|m|
ℓ
(cosθ), −N + 1≤ m ≤ N , (3.5)

with the basis functions P̂m
ℓ
(z), z = cosθ , related to the standard associated Legendre

functions Pm
ℓ
(z) by

P̂m
ℓ (z) ≡

r

2ℓ+ 1

2

(ℓ−m)!

(ℓ+m)!
Pm
ℓ (z). (3.6)

The 2-D elliptic equation (3.3), once expressed in weak form, reduces to the following set
of equations for the modal unknowns um

ℓ
(r):

∫ 1

0

v
�

−Dr

�

r2Drum
ℓ

�

+ ℓ(ℓ+ 1)um
ℓ

�

dr =

∫ 1

0

r2 v(r) f m
ℓ (r) dr, (3.7)

where Dr = d/dr while v(r) is a suitable weighting function and

f m
ℓ (r) =

∫ π

0

f m(r,θ) P̂ |m|
ℓ
(cosθ) sinθ dθ . (3.8)

Eq. (3.7) is supplemented by the homogeneous boundary condition um
ℓ
(1) = 0, so that v(r)

must be chosen vanishing for r = 1. Thus the integration by parts yields

∫ 1

0

�

r2(Dr v)(Dru
m
ℓ ) + ℓ(ℓ+ 1) vum

ℓ

�

dr =

∫ 1

0

r2 v(r) f m
ℓ (r) dr. (3.9)

Finally, the modal unknown um
ℓ
(r) is expanded according to

um
ℓ (r) =

N−ℓ
∑

i=1

u
m;ℓ
i

Bℓi (r), (3.10)
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where the basis functions Bℓi (r) ≡ Rℓi (s), with s = 2r2 − 1, are defined in terms of Jacobi

polynomials P
(1,ℓ+ 1

2
)

i−1 (s) as follows [2]

Rℓi (s) =
1− s

2

�

1+ s

2

�ℓ
2

P
(1,ℓ+ 1

2
)

i−1 (s), i = 1,2, · · · . (3.11)

Thus the complete spectral expansion of the Fourier component um(r,θ) of the unknown
is given by the relation

um(r,θ) =
N
∑

ℓ=|m|





N−ℓ
∑

i=1

u
m;ℓ
i

Bℓi (r)



 P̂
|m|
ℓ
(cosθ). (3.12)

The corresponding spectral version of the weak equation (3.9) for the modal unknowns
um
ℓ
(r) consists in a linear system of algebraic equations of the form

D
�ℓ

u
�ℓ , m = f

�ℓ , m, (3.13)

where u �ℓ , m =
�

u
m;ℓ
i

, i = 1,2, · · · , N − ℓ
	

and the matrix D
�ℓ has elements defined by

(using the mapped variable s = 2r2− 1)

d
�ℓ

i,i′
=

∫ 1

−1

�

4
�1+ s

2

� 3
2 �

DsR
ℓ
i (s)
��

DsR
ℓ
i′
(s)
�

+
ℓ(ℓ+ 1)

4

�1+ s

2

�− 1
2
Rℓi (s)R

ℓ
i′
(s)

�

ds, (3.14)

for 1 ≤ (i, i′) ≤ N − ℓ. The order of a matrix with superscript �ℓ is N − ℓ, and is therefore
N , (N − 1), · · · , 2,1 for ℓ = 0,1,2, · · · , N − 1, respectively.

Fig. 3 shows basis functions Bℓi (r)P̂
m
ℓ
(cosθ) plotted for φ = 0 and N = 4.

3.2. Diagonal stiffness matrices

The stiffness matrix D
�ℓ is diagonal and this can be proved as suggested by P. W. Liv-

ermore in a private communication (2008) starting from Eq. (3.7) and using the orthogo-
nality relation and differential equation of Jacobi polynomials. In fact, we have:

Proposition 3.1. For any ℓ≥ 0, the stiffness matrix D
�ℓ

is diagonal and its nonzero elements

are given by

d
�ℓ

i
=

2i2

2i+ ℓ+ 1
2

, for 1≤ i ≤ N − ℓ. (3.15)

Proof. Consider the expansion component Rℓi (s) of the two terms inside the square
brackets:

−4Ds

��

1+ s

2

�3
2

Ds

�

1− s

2

�

1+ s

2

�ℓ

2

P
(1,ℓ+ 1

2
)

i−1 (s)

��

+
ℓ(ℓ+ 1)

4

1− s

2

�

1+ s

2

� ℓ−1
2

P
(1,ℓ+ 1

2
)

i−1 (s)
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m i \ ℓ−m 0 1 2 3
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1 1

2
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2 1

2

3 1Figure 3: Basis funtions for the Dirihlet problem inside a sphere Bℓ
i
(r)P̂m

ℓ
(cosθ ), for N = 4.



Cylindrical and Spherical Spectral Matrices 133

and focus on the first contribution. By developing the internal derivative, we obtain

Ds

��

1+ s

2

�3
2

Ds

�

1− s

2

�

1+ s

2

�ℓ
2

P
(1,ℓ+ 1

2
)

i−1 (s)

��

=Ds

�

1− s

2

�

1+ s

2

�ℓ+3
2

DsP
(1,ℓ+ 1

2
)

i−1 (s)

+
ℓ

4

1− s

2

�

1+ s

2

�ℓ+1
2

P
(1,ℓ+ 1

2
)

i−1 (s)−
1

2

�

1+ s

2

�ℓ+3
2

P
(1,ℓ+ 1

2
)

i−1 (s)

�

.

By evaluating the external derivative we obtain

Ds

��

1+ s

2

�3
2

Ds

�

1− s

2

�

1+ s

2

�ℓ

2

P
(1,ℓ+ 1

2
)

i−1 (s)
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+

�
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2
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�
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P
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2
)

i−1 (s).

By taking into account the coefficients −4 in front of the original term, the term ∝ ℓ(ℓ+1)
in the third line above is found to cancel with the second contribution of the starting
expression. This result leads to the following replacement, after reordering the remaining
terms:
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s P
(1,ℓ+ 1

2
)

i−1 (s) +
�

ℓ− 1
2
−
�

ℓ+ 7
2

�

s
�

DsP
(1,ℓ+ 1

2
)

i−1 (s)−
�

ℓ+ 3
2

�

P
(1,ℓ+ 1

2
)

i−1 (s)
o

.

By the Jacobi equation (2.23) with m= ℓ+ 1
2
, the replacement above simplifies to
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As a consequence, the stiffness matrix elements can be characterized more simply as

d
�ℓ

i,i′
= i′
�

i′ + ℓ+ 1
2

�

∫ 1
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2

�
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2

�ℓ+ 1
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P
(1,ℓ+ 1

2
)

i−1 (s) P
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2
)

i′−1
(s) ds,

for i ≥ 1, which, by virtue of the orthogonality condition (2.18) with β = ℓ+ 1
2
, gives

d
�ℓ

i,i′
=

2i2

2i+ ℓ+ 1
2

δi,i′ , for 1≤ i ≤ N − ℓ.

�
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3.3. Tridiagonal mass matrices

In the solution of evolutionary problems, such as the heat equation, one has to intro-
duce the Helmholtz operator and this leads to the radial differential operator

A
�ℓ
=D

�ℓ
+αM�ℓ , (3.16)

where α∝ 1/∆t and M
�ℓ denotes the mass matrix, with elements defined by

µ
�ℓ

i,i′
=

1

4

∫ 1

−1

�

1+ s

2

�1
2

Rℓi (s)R
ℓ
i′
(s) ds, 1≤ (i, i′)≤ N − ℓ. (3.17)

Proposition 3.2. For any ℓ ≥ 0, the mass matrix M
�ℓ

is tridiagonal and the values of its

nonzero elements are

µ
�ℓ

i,i =
i2

�

2i+ ℓ− 1
2

��

2i+ ℓ+ 1
2

��

2i + ℓ+ 3
2

� , for 1≤ i ≤ N − ℓ,

µ
�ℓ

i,i+1 =
−i(i + 1)

2
�

2i+ ℓ+ 1
2

��

2i + ℓ+ 3
2

��

2i+ ℓ+ 5
2

� , for 1≤ i ≤ N − ℓ− 1, (3.18)

and µ
�ℓ

i,i−1 = µ
�ℓ

i−1,i, for 2≤ i ≤ N − ℓ.

Proof. Thanks to the definition of the basis functions Rℓ
i
(s) we have

µ
�ℓ

i,i′
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1

4

∫ 1

−1

�

1+ s
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2
�

1− s
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�2

P
(1,ℓ+ 1

2
)

i−1 (s) P
(1,ℓ+ 1

2
)

i′−1
(s) ds,

for 1 ≤ (i, i′) ≤ N − ℓ. The tridiagonal character of the mass matrix M
�ℓ follows from the

recurrence relation (2.21) with m= ℓ+ 1
2
, and the orthogonality of the Jacobi polynomials

P
(0,ℓ+ 1

2
)

i
(s). The nonzero elements of the mass matrix M

�ℓ are obtained by means of a
direct evaluation. �

3.4. Matrix properties

The properties of the stiffness and mass matrices for the spherical geometry closely
resemble those of their cylindrical counterpart.

3.4.1. Stiffness matrix

The properties that characterize the stiffness matrices for the cylindrical coordinate system
hold also for the spherical one.

Proposition 3.3. The diagonal elements d
�ℓ

i
of D

�ℓ
, for fixed ℓ are increasing with i for i ≥ 1,

hence

min
1≤i≤N−ℓ

d
�ℓ

i
= d
�ℓ

1 ≡
4

2ℓ+ 5
, ℓ≥ 0. (3.19)
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Proof. The proposition is a trivial consequence of the definition (3.15). �

It is trivial also in this case to prove the following

Proposition 3.4. The diagonal elements d
�ℓ

i
of D

�ℓ
are decreasing with ℓ≥ 0, for fixed i ≥ 1

and, asymptotically, d
�ℓ

i
behave as ℓ−1 as ℓ→∞.

3.4.2. Mass matrix

Also in this case we investigate the ordering of the elements. Starting from diagonal ele-
ments we can prove that they are bounded from above, in fact the following proposition
holds:

Proposition 3.5. ∀ℓ≥ 0 and i ≥ 1, µ
�ℓ

i,i ≤
8

105
.

Proof. The diagonal elements µ�ℓ
i,i of M

�ℓ are decreasing as ℓ is increased at fixed i. So,

we can simply analyse the case ℓ= 0. In this case, µ�
o

i,i are decreasing with i, provided the
following inequality

i2

(2i− 1
2
) (2i+ 1

2
) (2i+ 3

2
)
≥

(i + 1)2

(2i+ 3
2
) (2i+ 5

2
) (2i+ 7

2
)

is satisfied. But this reduces to 16i3 + 20i2 + 2i + 1 ≥ 0. Since the polynomial on the left
hand side has no positive real roots thanks to Descartes sign rule, the inequality is satisfied
for all i ≥ 1. A direct calculation for i = 1 and ℓ= 0 shows that the maximum is µ�

o

1,1 =
8

105
,

q.e.d.. �

Similarly the following proposition can be proved.

Proposition 3.6. ∀ℓ≥ 0 and i ≥ 1,
�

�µ
�ℓ

i,i+1

�

� ≤ 8
315

.

Finally, the following proposition holds, as in the cylindrical case,

Proposition 3.7. For any row i ≥ 1 and for ℓ ≥ 0, the diagonal element of the mass matrix

is greater then the sum of the modulus of the offdiagonal elements:

µ
�ℓ

1,1 >
�

�µ
�ℓ

1,2

�

�,µ�ℓ
i,i >

�

�µ
�ℓ

i,i−1

�

�+
�

�µ
�ℓ

i,i+1

�

�, for 2≤ i ≤ N − ℓ− 1,

and

µ
�ℓ

N−ℓ,N−ℓ >
�

�µ
�ℓ

N−ℓ,N−ℓ−1

�

�.

Proof. The proof is simply obtained by substituting m= l+ 1
2

in the proof of Proposition
2.7. �

As will be shown later, these estimates are useful to describe how the condition number
depends on the parameter N . However, to investigate also how the condition number
depends on ℓ for fixed N , the sharper estimates reported in the following propositions will
be needed.
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Proposition 3.8. For ℓ≥ 0 and i ≥ 1, the diagonal elements of the mass matrix are bounded

according to

µ
�ℓ

i,i ≤min

�

8

105
,

(N − ℓ)2
�

2N − ℓ+ 1
2

��

2N − ℓ+ 3
2

��

ℓ+ 3
2

�

�

. (3.20)

Proof. The proof follows closely the one provided in Proposition 2.8 and exploiting the
result of Proposition 3.5. �

Proposition 3.9. For ℓ ≥ 0 and i ≥ 1, the extra-diagonal elements of the mass matrix are

bounded according to

�
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�
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2
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��
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��

ℓ+ 7
2

�

�

. (3.21)

Proof. The proof follows closely the one provided in Proposition 2.9, rewriting the
matrix element expression as

1

2
�

2+
�

ℓ+ 1
2

�

/i
��

2i+ ℓ+ 3
2

��

2+
�

ℓ+ 1
2

�

/(i + 1)
� , (3.22)

and it exploits the result of Proposition 3.6. �

3.5. Eigenvalue estimates

We can follow the same procedure adopted for the cylindrical geometry to prove the
following propositions which provide estimates on the matrix elements. Also in this case
we proceed by exploiting Gershgorin-Hadamard theorem, which applied to the matrices
A
�ℓ leads to
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where

a
�ℓ

i,i =



2+
α

�

2i + ℓ+ 1
2

�2 − 1





i2

2i + ℓ+ 1
2

, 1≤ i ≤ N − ℓ, (3.24)

while a
�ℓ

i,i+1 are simply the extradiagonal elements of M
�ℓ multiplied by α:

a
�ℓ

i,i+1 =
−α i(i + 1)

2
�

2i + ℓ+ 1
2

��

2i+ ℓ+ 3
2

��

2i + ℓ+ 5
2

� , 1≤ i ≤ N − ℓ− 1, (3.25)

and a
�ℓ

i,i−1 = a
�ℓ

i−1,i , for 2≤ i ≤ N − ℓ.

Then the following propositions can be proved.
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3.5.1. Largest and smallest eigenvalue estimate

Proposition 3.10. The following bound applies to the spectral radius ρ(A�ℓ ) of matrix A
�ℓ

:

ρ(A�ℓ )≤
2(N − ℓ)2

2N − ℓ+ 1
2

+
8α

63
. (3.26)

Proof. The proof closely follows the one for Proposition 2.10. �

The estimate given in the previous proposition is valuable to estimate an overall bound
for the growth with respect to N of the condition number of the matrices representing
the discrete elliptic operators. Unfortunately, it is quite coarse and thus prevents a finer
description of how the condition number depends on ℓ for fixed N . For this purpose, in the
following proposition, we estimate sharper bounds for the largest eigenvalue depending
on ℓ.

Proposition 3.11. The following bound applies to the spectral radius of matrix A
�ℓ

:

ρ(A�ℓ )≤
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��
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2

�

��

. (3.27)

Proof. The proof is identical to the previous one but it exploits the estimates provided
in Propositions 3.8 and 3.9 instead of those in Propositions 3.5 and 3.6. �

This new estimate is finer since it describes the rapid decay of the mass matrix con-
tribution as ℓ grows and it will allow to better estimate how the condition number of A

�ℓ

depends on ℓ for fixed N .
To estimate a lower bound for the eigenvalues we resort again to Gershgorin-Hadamard

theorem which insures that the minimum eigenvalue satisfies the following relationship:

ν(A�ℓ )≥ min
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�
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. (3.28)

The following inequality provides us with an estimate of the smallest eigenvalue of A
�ℓ .

Proposition 3.12. For ℓ≥ 0, ν(A�ℓ )≥ d
�ℓ

1 =
4

2ℓ+5
.

Proof. The proof follows directly from Eq. (3.28), and from Propositions 3.7 and 3.3.
�
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3.6. Condition number estimates

As done for the cylindrical coordinates we can now provide estimates on the maximum
condition number of the discrete second-order operators by the two following propositions.

Lemma 3.1. The maximum condition number of the matrices A
�ℓ

, ℓ≥ 0 is bounded by CN2

as N →∞, where C > 1/2 is a constant independent of α.

Proof. We proceed exactly as in the proof of Lemma 2.1. Thanks to Propositions 3.10
and 3.12, the condition number χ of matrix A

�ℓ is such that

χ(A�ℓ )≤
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!,
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.

Since 2(N−ℓ)2

2N−ℓ+1/2
≤ N and ℓ≤ N , rearranging we can write
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.

The thesis follows observing that the inequality
�
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N

2
+
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4

�

≤ CN2

is satisfied for N sufficiently large if, and only if, C > 1/2. �

By exploiting the finer bound for the maximum eigenvalue of A
�ℓ stated by Proposition

3.11, it can be estimated now how the condition number χ(A�ℓ ) depends on ℓ.

Lemma 3.2. For fixed N, the condition number of the matrices A
�ℓ

is bounded from above by

the curve
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2
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�
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4
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. (3.29)

Proof. It is sufficient to divide the upper bound for the maximum eigenvalue in Propo-
sition 3.11 by the lower bound for the minimum eigenvalue in Proposition 3.12. �

As for cylindrical coordinates, also in this case the previous Lemma provides a good
estimate of how the condition number varies as ℓ is increased. The left plot in Fig. 4
provides the comparison between the estimate and the computed values of the condition
numbers of the different modes for N = 128 and α = 1000. The right plot shows the
values of the maximum condition number for different truncations N up to N = 256 and
confirms the theoretically predicted bound ∝ N2.

Lemma 3.3. There exists NC > 0 such that, for N > NC , the condition number of the matrices

A
�ℓ

, for ℓ = εN, 0 < ε < 1 is bounded by C N2, where C is a strictly positive constant

satisfying C > ε(1− ε)2/(2− ε).
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Proof. Note that

χ(A�ℓ )≤
�
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2N − εN + 1
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+
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��
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4
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4− 2ε
N +
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63

�

(5+ 2εN).

Since the coefficient of the dominant term N2 in the right hand side of this inequality is
ε(1− ε)2/(2− ε)> 0 the thesis easily follows. �
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Figure 4: Left: Condition numbers of di�erent modes for N = 128 and α = 1000; omparison betweenthe estimate provided in Lemma 3.2 and the omputed ondition numbers. Right: Maximum onditionnumber for di�erent trunations N , up to N = 256.
4. Conclusion

This paper has focused on the radial discretization in the solution of the Dirichlet prob-
lem for second order elliptic operators in cylindrical and spherical domains by means of
spectral methods. While the spectral representation of the other spatial variables has been
solved definitely since a long time by harmonic analysis and by the associated Legendre
functions over the sphere, a proper treatment for the radial variable when it reaches the
cylindrical axis or the sphere centre has been achieved only in the last years. A serious dif-
ficulty is encountered in fact when trying to formulate appropriate bases capable of dealing
with the singularity of the cylindrical and spherical coordinates in a mathematically satis-
factory way.

A few bases have been proposed which seem to solve the axis and centre problem, but
no rigorous results have been provided so far concerning the issue of the actual stability of
elliptic operators discretized exploiting such bases. This property is fundamental from the
standpoint of the approximation theory and it has been investigated in the present paper
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in a rigorous way by establishing the optimal conditioning of the basis proposed by the
authors in [2] for spherical coordinates and in [3] for cylindrical ones.

The reported results show that the condition number of the spectral operators arising
from the radial discretization of second order elliptic problems (2.1) in cylindrical coordi-
nates and (3.1) in spherical coordinates is bounded by the square of the truncation number
when the solution is expanded by means of the basis functions (2.8) and (3.11), respec-
tively. This result is optimal in the context of a spectral approximation to second order
elliptic problems, and extends the results reported in [8] for Cartesian coordinates and a
Chebyshev basis to the new bases built upon Jacobi polynomials. Moreover, a sharp esti-
mate of how the condition number depends on the wavenumber of the spherical harmonics
is also provided and assessed by comparison with numerical results.

By virtue of the sparsity and favourable conditioning of the resulting discrete operators,
the basis functions proposed in [2] and [3], seem the best choice to discretize second
order elliptic problems in cylindrical and spherical regions, respectively, especially as far
as Dirichlet boundary conditions are concerned.
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