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Abstract. In this paper, a generalized Laguerre-spherical harmonic spectral method is

proposed for the Cauchy problem of three-dimensional nonlinear Klein-Gordon equa-

tion. The goal is to make the numerical solutions to preserve the same conservation

as that for the exact solution. The stability and convergence of the proposed scheme

are proved. Numerical results demonstrate the efficiency of this approach. We also es-

tablish some basic results on the generalized Laguerre-spherical harmonic orthogonal

approximation, which play an important role in spectral methods for various problems

defined on the whole space and unbounded domains with spherical geometry.
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1. Introduction

In this paper, we consider the nonlinear Klein-Gordon equation:

∂ 2
t U(x, t)−∆U(x, t) + U(x, t) + U3(x, t) = f (x, t), (1.1)

which plays an important role in several fields, such as quantum mechanics, relativistic

scalar field with power interaction, soliton theory and nonlinear meson theory of nuclear

forces, see, e.g., [3,15,17,19,20]. The existence, uniqueness and regularity of its solution

were studied, see, e.g., [17, 20]. On the other hand, many algorithms were proposed for

its numerical simulation. In the early work, we usually employed finite difference method
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for periodical problems and non-periodical problems defined on bounded domains, see,

e.g., [1,16,22] and the references therein. Some authors developed the Legendre spectral

method for (1.1) defined on a finite interval, see [8]. In practice, it is also important and

interesting to consider non-periodical problems in the whole multiple-dimensional space.

We might use finite difference method for such problems. However, in this case, we have to

confine our computation to certain bounded subdomain with artificial boundary condition.

This treatment induces additional numerical errors. Thereby, it seems reasonable to solve

(1.1) directly by using spectral method for the whole space. Whereas, so far, there is no

result on the numerical solution of non-periodical Cauchy problem of multiple-dimensional

nonlinear Klein-Gordon equation.

This work is concerned with numerical solution of the Cauchy problem of three dimen-

sional nonlinear Klein-Gordon equation. Because of several reasons, we preferable to an

alternative formulation in spherical coordinates. Let x = (x1, x2, x3)
T and

x1 = ρ cosλ cosθ , x2 = ρ sinλ cosθ , x3 = ρ sinθ .

Then (1.1) becomes

∂ 2
t U(ρ,λ,θ , t)− 1

ρ2
∂ρ
�

ρ2∂ρU(ρ,λ,θ , t)
�− 1

ρ2 cosθ
∂θ
�

cosθ∂θU(ρ,λ,θ , t)
�

− 1

ρ2 cos2 θ
∂ 2
λ U(ρ,λ,θ , t) + U(t,ρ,λ,θ) + U3(ρ,λ,θ , t) = f (ρ,λ,θ , t). (1.2)

Since the longitude λ and the latitude θ vary on the finite intervals [0,2π] and [−1

2
π, 1

2
π],

respectively, there left only the variable ρ varying from 0 to ∞. This fact lowers the diffi-

culties of calculation essentially. Moreover, we could adopt the spherical harmonic approxi-

mation in the longitude and latitude directions. Thereby, benefiting from the orthogonality

of spherical harmonic functions, we simplify actual computation and numerical analysis.

The remaining problem is how to approximate (1.2) in the radial direction properly. It

is natural to use certain orthogonal approximation on the half line. As we know, there have

been already several kinds of Laguerre-type approximations. For instance, Funaro [5],

Iranzo and Falques [14], Maday, Pernaud-Thomas and Vandeven [18], Guo and Shen [10],

Guo and Xu [11], and Xu and Guo [23] developed the standard Laguerre approximation

with its applications to partial differential equations defined on the half line and an infinite

strip. Meanwhile, Guo, Shen and Xu [9], and Guo and Zhang [13] considered the gener-

alized Laguerre approximation with its applications to two-dimensional exterior problems

an so on.

In order to solve (1.2) efficiently, we need a specific orthogonal approximation, based

on the main feature of (1.2).

• The nonlinear Klein-Gordon equation possesses certain conservation, which plays an

important role in both theoretical analysis and numerical simulation. But the weight func-

tion e−ρ used in the standard Laguerre approximation destroys such property. Although

we may reformulate (1.2) to a well-posed problems in a certain weighted space and then

resolve the resulting problem by the standard Laguerre spectral method, it is much simpler
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to approximate (1.2) directly. As a result, the numerical solution keeps the same conserva-

tion as the exact solution.

• In the weak formulation of (1.2), the coefficients of terms

∂ρU(ρ,λ,θ , t), ∂θU(ρ,λ,θ , t), ∂λU(ρ,λ,θ , t), U(ρ,λ,θ), U3(ρ,λ,θ , t)

involve the factors ρ2, 1,1,ρ2 and ρ2, respectively. Thus, a specific orthogonal approxima-

tion with the most appropriate non-uniform weights for the derivatives of different orders,

could simulate underlying problem properly and leads to better error estimate of numerical

solution.

• To fit the asymptotic behaviors of exact solution well, it is better to modify the gener-

alized Laguerre functions, so that the numerical solution matches the exact solution more

closely.

According to the above discussions, we shall take the following functions as the basis

functions in actual computation (cf. [12]),

L̃ (α,β)

l (ρ) =
1

l!
ρ−αe

1

2
βρ∂ l

ρ(ρ
l+αe−βρ), α > −1, β > 0, l = 0,1,2, · · · . (1.3)

It is noted that Shen [21] applied the standard Laguerre functions L̃ (0,1)

l
(ρ) to one-

dimensional problems. But that approach is only available for some problems, in which the

coefficients neither degenerate as ρ→ 0, nor brow up as ρ→∞. Therefore, it is no longer

available for (1.2). Besides, Guo and Zhang [12] used the generalized Laguerre functions

L̃ (2,β)

l
(ρ) for differential equations of degenerate type on the half line, such as the Black-

Scholes type equations. But so far, there has been no work concerning its application to

multiple-dimensional problems.

The outline of this paper is as follows. In the next section, we introduce a new orthog-

onal approximation by using generalized Laguerre and spherical harmonic functions. In

Section 3, we propose the generalized Laguerre-spherical harmonic spectral method for the

Cauchy problem of three-dimensional nonlinear Klein-Gordon equation, and present the

main results on its stability and convergence. In Section 4, we describe the numerical im-

plementation and present some numerical results demonstrating the efficiency of this new

approach. The final section is for some concluding remarks. In Appendix of this paper,

we establish some results on the generalized Laguerre-spherical harmonic approximation,

with which we prove the stability and convergence of suggested scheme.

2. Generalized Laguerre-spherical harmonic orthogonal approximation

We first recall the orthogonal approximation by using the generalized Laguerre func-

tions. Let Λ = {ρ | 0 < ρ < ∞} and χ(ρ) be a certain weight function. For any integer

r ≥ 0, we define the weighted Sobolev space H r
χ(Λ) as usual, equipped with the inner

product (u, v)r,χ,Λ, the semi-norm |v|r,χ,Λ and the norm ||v||r,χ,Λ, respectively. In particular,

H0
χ(Λ) = L2

χ(Λ) with the inner product (u, v)χ,Λ and the norm ||v||χ,Λ. For any r > 0, the
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space H r
χ(Λ) with the norm ‖v‖r,χ,Λ, is defined by space interpolation as in [2]. We omit

the subscript χ in notation whenever χ(ρ)≡ 1.

The generalized Laguerre functions fulfill the following recurrences (cf. [12]),

(l + 1)L̃ (α,β)

l+1
(ρ) + (βρ− 2l −α− 1)L̃ (α,β)

l
(ρ) + (l +α)L̃ (α,β)

l−1
(ρ) = 0, (2.1)

∂ρL̃ (α,β)

l
(ρ) = −1

2
βL̃ (α,β)

l
(ρ)−βL̃ (α+1,β)

l−1
(ρ), (2.2)

ρ∂ρL̃ (α,β)

l
(ρ) =

1

2
(l + 1)L̃ (α,β)

l+1
(ρ)− 1

2
(α+ 1)L̃ (α,β)

l
(ρ)− 1

2
(l +α)L̃ (α,β)

l−1
(ρ). (2.3)

The generalized Laguerre functions form a complete L2
ρα(Λ)-orthogonal system, namely,

(L̃ (α,β)

l
, L̃ (α,β)

m )ρα,Λ = γ
(α,β)

l
δl ,m, γ

(α,β)

l
=
Γ(l +α+ 1)

βα+1l!
, (2.4)

where δl ,m is the Kronecker symbol. Thus, for any v ∈ L2
ρα(Λ),

v(ρ) =

∞
∑

l=0

˜̂v
(α,β)

l L̃ (α,β)

l
(ρ), ˜̂v

(α,β)

l =
1

γ
(α,β)

l

∫ ∞

0

ραv(ρ)L̃ (α,β)

l
(ρ)dρ. (2.5)

For any positive integer N , PN (Λ) stands for the set of all algebraic polynomials of

degree at most N . Throughout this paper, we denote by c a generic positive constant

independent of N ,β and any function.

We set

QN ,β(Λ) = {e−
1

2
βρψ | ψ ∈ PN (Λ)}.

The orthogonal projection P̃N ,α,β ,Λ : L2
ρα(Λ)→QN ,β(Λ) is defined by

(P̃N ,α,β ,Λv − v,φ)ρα,Λ = 0, ∀φ ∈ QN ,β(Λ). (2.6)

Let ωα,β(ρ) = ρ
αe−βρ . It was shown in Theorem 3.1 of [12] that for any integers r ≥ 0

and r ≤ N + 1,

‖P̃N ,α,β ,Λv − v‖ρα,Λ ≤ c(βN)−
r

2 ||∂ r
ρ (e

1

2
βρv)||ωα+r,β ,Λ, (2.7)

provided that ||∂ r
ρ (e

1

2
βρv)||ωα+r,β ,Λ is finite.

Remark 2.1. Obviously,

||∂ r
ρ (e

1

2
βρv)||ωα+r,β ,Λ ≤ cβ ||v||r,ρα+r ,Λ,

where cβ is a positive constant depending on β .
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We now turn to the spherical harmonic approximation. Denote by S the unit spherical

surface,

S =

§

(λ,θ) | 0≤ λ < 2π, − π
2
≤ θ < π

2

ª

.

The differentiations with respect to λ and θ are denoted by ∂λv(λ,θ) and ∂θ v(λ,θ), re-

spectively. Furthermore,

∇S v(λ,θ) =
� 1

cosθ
∂λv(λ,θ),∂θ v(λ,θ)

�

,

∆S v(λ,θ) =
1

cosθ
(∂θ (cosθ∂θ v(λ,θ))+

1

cos2 θ
∂ 2
λ v(λ,θ).

We define the space L2(S) as usual, with the following inner product and norm,

(u, v)S =

∫

S

u(λ,θ)v(λ,θ)dS =

∫
π
2

−π
2

∫ 2π

0

u(λ,θ)v(λ,θ) cosθdλdθ , ‖v‖S = (v, v)
1

2

S .

Next, let

H1(S) =

�

v | v,
1

cosθ
∂λv,∂θ v ∈ L2(S)

�

,

equipped with the semi-norm and the norm as

|v|1,S =

 









1

cosθ
∂λv









2

S

+


∂θ v




2

S

!
1

2

, ‖v‖1,S =
�

‖v‖2S + |v|21,S

�
1

2
.

For any integer r > 0, we define the space H r(S) inductively, namely,

H2k(S) =
¦

v | v ∈ H2k−1(S),∆k
S v ∈ L2(S)

©

,

H2k+1(S) =
n

v | v ∈ H2k(S),∇S(∆
k
S v) ∈

�

L2(S)
�2
o

,

with the following semi-norms and norms,

|v|2k,S = ||∆k
Sv||S, ||v||2k,S = (||v||22k−1,S

+ |v|2
2k,S
)

1

2 ,

|v|2k+1,S = ||∇S(∆
k
S v)||S, ||v||2k+1,S = (||v||22k,S

+ |v|2
2k+1,S

)
1

2 .

In particular, the norm ‖v‖2,S is equivalent to (‖v‖2S + ‖∆S v‖2S)
1

2 (cf. [6,7]). Further, let

H̃ r(S) = {v | v ∈ H r(S) and ∂ k
λ v(λ+ 2π,θ) = ∂ k

λ v(λ,θ), 0≤ k ≤ r − 1}.
For any r > 0, the spaces H r(S) and H̃ r(S) are defined by space interpolation as in [2].

Let Ll(x) be the Legendre polynomial of degree l. The normalized associated Legendre

functions are given by






Ll ,m(x) =

r

(2m+ 1)(m− l)!

2(m+ l)!

�

1− x2
�

l

2 ∂ l
x Lm(x), for l ≥ 0, m ≥ |l|,

Ll ,m(x) = L−l ,m(x), for l < 0, m ≥ |l|.
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The spherical harmonic function are defined by

Yl ,m(λ,θ) =
1p
2π

eilλLl ,m(sinθ), m≥ |l|.

The set of Yl ,m(λ,θ) is the complete normalized L2(S)-orthogonal system, i.e.,

∫

S

Yl ,m(λ,θ)Ȳl ′,m′(λ,θ)dS = δl ,l ′δm,m′. (2.8)

Thus, for any v ∈ L2(S),

v(λ,θ) =

∞
∑

l=−∞

∑

m≥|l |
v̂l ,mYl ,m(λ,θ), v̂l ,m =

∫

S

v(λ,θ)Ȳl ,m(λ,θ)dS.

Let M be any positive integer, and

ṼM (S) = span
¦

Yl ,m(λ,θ) | |l| ≤ M , |l| ≤ m≤ M
©

.

Denote by VM (S) the subset of ṼM (S) containing all real-valued functions. The L2(S)-

orthogonal projection PM ,S : L2(S)→ VM (S) is defined by

(PM ,S v− v,φ)S = 0, ∀φ ∈ VM (S). (2.9)

According to a slight modification of Lemma 5 of [6], we have that (cf. (2.13) of [7]) for

any v ∈ H̃ r(S) and 0≤ µ ≤ r,

‖PM ,S v − v‖µ,S ≤ cMµ−r |v|r,S. (2.10)

We now introduce the new approximation by using generalized Laguerre and spherical

harmonic functions. To do this, let Ω = Λ× S and χ(ρ) be a certain weight function. The

weighted Sobolev spaces L2
χ(Ω) and H r

χ(Ω) are defined in the usual way. Their norms are

denoted by ||v||χ,Ω and ||v||r,χ,Ω, respectively. The inner product and norm of the space

L2
χ(Ω) are given by

‖v‖χ,Ω = (v, v)
1

2

χ,Ω,

and

(u, v)χ,Ω =

∫

Ω

u(ρ,λ,θ)v(ρ,λ,θ)χ(ρ)dΩ

=

∫ ∞

0

∫
π
2

−π
2

∫ 2π

0

u(ρ,λ,θ)v(ρ,λ,θ)χ(ρ) cosθdλdθdρ.

We omit the subscript χ in notation whenever χ(ρ)≡ 1.

In actual computation, we take VN ,M ,β(Ω) = QN ,β(Λ) ⊗ VM (S) as the space of trial

functions. The orthogonal projection PN ,M ,α,β : L2
ρα(Ω)→ VN ,M ,β(Ω) is defined by

(PN ,M ,α,β v − v,φ)ρα,Ω = 0, ∀φ ∈ VN ,M ,β (Ω). (2.11)
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In the forthcoming discussions, we shall use a specific orthogonal approximation. For

this purpose, we define the spaces

H1
ρ2(Ω) = {v | ‖v‖1,ρ2,Ω <∞},

H̃1
ρ2(Ω) = H1

ρ2(Ω)∩ {v | v(ρ,λ+ 2π,θ) = v(ρ,λ,θ)},

with the norm

||v||1,ρ2,Ω =

�

‖∂ρv‖2
ρ2,Ω
+







1

cosθ
∂λv







2

Ω
+ ‖∂θ v‖2Ω+ ‖v‖2ρ2,Ω

�
1

2

.

It is noted that

||∇Sv||2Ω =






1

cosθ
∂λv







2

Ω
+ ‖∂θ v‖2Ω.

The orthogonal projection P1
N ,M ,β

: H̃1
ρ2(Ω)→ VN ,M ,β (Ω) is defined by

(∂ρ (P
1
N ,M ,β

v − v),∂ρφ)ρ2 ,Ω+ (∇S(P
1
N ,M ,β

v− v),∇Sφ)Ω

+(P1
N ,M ,β

v − v,φ)ρ2,Ω = 0, ∀φ ∈ VN ,M ,β(Ω).

We shall estimate the approximation errors in the appendix of this paper.

3. Generalized Laguerre-spherical harmonic spectral method

In this section, we provide the generalized Laguerre-spherical harmonic spectral method

for the nonlinear Klein-Gordon equation. We consider the following problem































∂ 2
t U(ρ,λ,θ , t)−∆U(ρ,λ,θ , t) + U(ρ,λ,θ , t)

+U3(ρ,λ,θ , t) = f (ρ,λ,θ , t), in Ω× (0, T],

U(ρ,λ+ 2π,θ , t) = U(ρ,λ,θ , t), in Ω× [0, T],

ρ
3

2 U(ρ,λ,θ , t)→ 0 as ρ→∞, on S× [0, T], a.e.,

∂t U(ρ,λ,θ , 0) = U1(ρ,λ,θ), in Ω,

U(ρ,λ,θ , 0) = U0(ρ,λ,θ), in Ω.

(3.1)

In addition, we have (cf. [4]):

∂λU(ρ,λ,θ , t) = 0 for |θ | = 1

2
π.

Let p ≥ 1 and L
p

ρ2(Ω) be the weighted space with the norm ||v||Lp

ρ2(Ω)
. Indeed, this norm

is equivalent to the norm ||v||Lp(R3) in the Cartesian coordinates. A similar relation is valid

between the norms ||v||H1

ρ2(Ω)
and ||v||H1(R3). By the imbedding theory (see, e.g., [2]),

H1(R3) ,→ Lp(R3), p ≤ 6.
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Therefore,

H1
ρ2(Ω) ,→ L

p

ρ2(Ω), p ≤ 6.

Multiplying (3.1) by ρ2v and integrating the resulting equation by parts, we derive a

weak formulation. It is to find U ∈ L∞(0, T ; H1
ρ2(Ω))∩W 1,∞(0, T ; L2

ρ2(Ω)) such that

∫

Ω

ρ2∂ 2
t U(t)vdΩ+

∫

Ω

ρ2∂ρU(t)∂ρvdΩ+

∫

Ω

(∇SU(t) · ∇S v)dΩ

+

∫

Ω

ρ2U(t)vdΩ+

∫

Ω

ρ2U3(t)vdΩ=

∫

Ω

ρ2 f (t)vdΩ, ∀v ∈ H1
ρ2(Ω), (3.2)

coupled with the initial state as in (3.1).

The solution of (3.2) possesses certain conservation. To show this, we set

E(v, t) = ||∂t v(t)||2ρ2,Ω
+ ||∂ρv(t)||2

ρ2,Ω
+ ||∇Sv(t)||2Ω+ ||v(t)||2ρ2,Ω

+
1

2
||v(t)||4

L4

ρ2(Ω)
.

Taking φ = 2∂t U(t) in (3.2) and integrating the result with respect to t, we obtain

E(U , t) = E(U , 0)+ 2

∫ t

0

( f (ξ),∂t U(ξ))ρ2,Ωdξ. (3.3)

This fact leads to that if U0 ∈ H1
ρ2(Ω), U1 ∈ L2

ρ2(Ω) and f ∈ L2(0, T ; L2
ρ2(Ω)), then

||U ||L∞(0,T ;H1

ρ2 (Ω))∩W 1,∞(0,T ;L2

ρ2 (Ω))
≤ d(U0, U1, f ), (3.4)

where the quantity d(U0, U1, f ) depends only on ||U0||1,ρ2,Ω, ||U1||ρ2,Ω and || f ||L2(0,T ;L2

ρ2 (Ω))
.

The generalized Laguerre-spherical harmonic spectral scheme for (3.2) is to seek uN ,M (t) ∈
VN ,M ,β(Ω) such that































∫

Ω

ρ2∂ 2
t uN ,M (t)φdΩ+

∫

Ω

ρ2∂ρuN ,M (t)∂ρφdΩ+

∫

Ω

(∇SuN ,M(t),∇Sφ)dΩ

+

∫

Ω

ρ2uN ,M(t)φdΩ+

∫

Ω

ρ2u3
N ,M (t)φdΩ =

∫

Ω

ρ2 f (t)φdΩ, ∀φ ∈ VN ,M ,β(Ω),

∂tuN ,M(0) = PN ,M ,2,βU1,

uN ,M(0) = P1
N ,M ,β

U0.

(3.5)

Taking φ = 2∂tuN ,M(t) in (3.5) and integrating the result with respect to t, we obtain

E(uN ,M , t) = E(uN ,M , 0) + 2

∫ t

0

( f (ξ),∂tuN ,M(ξ))ρ2,Ωdξ. (3.6)

Clearly, (3.6) simulates (3.3) properly. Thus, the scheme (3.5) is expected to provide

reasonable numerical solution of (3.2). In opposite, if we use the standard generalized
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Laguerre approximation with the weight ρ2e−ρ, then we lose such conservation. In fact,

this is one of main motivations of this work.

It can be verified that

||uN ,M ||L∞(0,T ;H1

ρ2 (Ω))∩W 1,∞(0,T ;L2

ρ2 (Ω))
≤ d(U0, U1, f ). (3.7)

We now consider the stability of scheme (3.5). Assume that the data f , ∂tuN ,M (0) and

uN ,M (0) are disturbed by f̃ , ∂̃tuN ,M (0) and ũN ,M(0) respectively, which induce the error of

numerical solution, denoted by ũN ,M . We measure the average error as

R(t) = E(ũN ,M , 0) + 2

∫ t

0

|| f̃ (ξ)||2
ρ2,Ω

dξ.

We have the following result.

Theorem 3.1. If for a suitably small constant c∗ > 0, R(T )≤ c∗, then for all 0≤ t ≤ T,

E(ũN ,M , t) ≤ d∗ed∗ tR(t),

where the positive constants d∗ and d∗ depend only on c∗.

We next deal with the convergence of (3.5). For description of the numerical errors,

we introduce the non-isotropic space B r,s(Ω), equipped with the norm

‖v‖B r,s(Ω) =

�

‖v‖2
H1(S,H r

ρr+1(Λ))
+ ‖v‖2

Hs(S,L2(Λ))
+ ‖v‖2

Hs−1(S,H1

ρ2(Λ))

�
1

2

.

For simplicity of statements, we shall use the following notations:

Ar,β (v) = β
1−r

∫

S

||∂ r−1
ρ (e

1

2
βρv)||2ωr+1,β ,Λ

dS,

A ∗r,β (v) = ‖v‖2Hs−1(S,L2

ρ2(Λ))
,

Dr,β (v) = (1+
1

β
)4β1−r

∫

S

�

||∂ r
ρ (e

βρ

2 v)||2ωr+1,β ,Λ+







1

cosθ
∂λ∂

r
ρ (e

βρ

2 v)







2

ωr+1,β ,Λ

+ ||∂θ∂ r
ρ (e

βρ

2 v)||2ωr+1,β ,Λ

�

dS,

D∗s (v) = ‖∂ρv‖2
Hs−1(S,L2

ρ2(Λ))
+ ||v||2

Hs(S,L2(Λ))
.



52 X.-Y. Zhang, B.-Y. Guo and Y.-J. Jiao

Moreover, we define

dβ(U) = max
0≤t≤T

�

D1,β (U(t)) +D∗1(U(t))
�2

,

RN ,M ,β(U , t) = N1−r

∫ T

0

Dr,β(∂
2
t U(ξ))dξ+M2−2s

∫ T

0

D∗s (∂ 2
t U(ξ))dξ

+ cN1−r
�

d
1

2

β
(U) + 1

�

∫ T

0

Dr,β(U(ξ))dξ+ cM2−2s
�

d
1

2

β
(U) + 1

�

∫ T

0

D∗s (U(ξ))dξ,

R∗N ,M ,β(U0, U1) = N1−r
�

Dr,β(U1) +Ar,β(U1)
�

+M2−2s
�

D∗r,β(U1) +A ∗r,β(U1)
�

.

We have the following result.

Theorem 3.2. If U ∈ H2(0, T ;B r,s(Ω)) ∩ L∞(0, T ; H1
ρ2(Ω) ∩B1,1(Ω)), s > 1 and integers

1< r ≤ N + 1, then

E(U − uN ,M , t) ≤ cec(dβ (U)+1)t
�

RN ,M ,β(U , t) + R∗N ,M ,β(U0, U1)
�

.

We shall prove Theorems 3.1 and 3.2 in the appendix of this paper.

According to the definition of RN ,M ,β(U , t), the result presented in Theorem 3.2 does

not seem optimal. It is due to the property of the Laguerre approximation. We will get

back to this issue in the end of the appendix of this paper.

4. Numerical results

We first describe the implementation for scheme (3.5). We take

ϕ
(q)

l , j,k
(ρ,λ,θ) =ψl(ρ)Z (q)j,k

(λ,θ)

as the basis functions, where ψl(ρ) = L̃ (0,β)

l
(ρ) and

Z (1)
j,k
(λ,θ) =

1p
2π

sin( jλ)L j,k(sinθ), Z (2)
j,k
(λ,θ) =

1p
2π

cos( jλ)L j,k(sinθ).

Using (2.1) with α = 0 gives

βρ∂ρψl(ρ) = (2l + 1)ψl(ρ)− (l + 1)ψl+1(ρ)− lψl−1(ρ). (4.1)

Accordingly,

∫

Λ

ρ2ψl(ρ)ψn(ρ)dρ =
1

β3

n

(6l2+ 6l + 2)δl ,n− 4l2δl−1,n− 4(l + 1)2δl ,n−1

+ l(l − 1)δl−2,n+ (l + 1)(l + 2)δl ,n−2

o

. (4.2)
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On the other hand, (2.3) with α = 0 implies

2ρ∂ρψl(ρ) = (l + 1)ψl+1(ρ)−ψl(ρ)− lψl−1(ρ).

This leads to

4ρ2∂ 2
ρψl(ρ) = (l + 1)(l + 2)ψl+2(ρ)− 4(l + 1)ψl+1(ρ)− 2(l2 + l − 1)ψl(ρ)

+ 4lψl−1(ρ) + l(l − 1)ψl−2(ρ). (4.3)

Now, we take φ(ρ,λ,θ) = ϕ
(q)

l ,m,p
(ρ,λ,θ) in (3.5). Since

∆SZ (q)j,k
(ρ,λ,θ) = −k(k+ 1)Z (q)

j,k
(ρ,λ,θ),

we deduce that

∫

Ω

ρ2∂ 2
t uN ,M(ρ,λ,θ , t)ϕ

(q)

l ,m,p
(ρ,λ,θ)dΩ

−
∫

Ω

uN ,M (ρ,λ,θ , t)
�

2ρ∂ρϕ
(q)

l ,m,p
(ρ,λ,θ) +ρ2∂ 2

ρϕ
(q)

l ,m,p
(ρ,λ,θ)

�

dΩ

+

∫

Ω

p(p+ 1)uN ,M(ρ,λ,θ , t)ϕ
(q)

l ,m,p
(ρ,λ,θ)dΩ+

∫

Ω

ρ2uN ,M(ρ,λ,θ , t)

ϕ
(q)

l ,m,p
(ρ,λ,θ)dΩ+

∫

Ω

ρ2u3
N ,M(ρ,λ,θ , t)ϕ

(q)

l ,m,p
(ρ,λ,θ)dΩ

= d(l,q)

∫

Ω

ρ2 f (ρ,λ,θ , t)ϕ
(q)

l ,m,p
(ρ,λ,θ)dΩ, (4.4)

where

d(l,q) =

¨

1, l = 0, q = 2,

2, otherwise.

We expand the numerical solution as

uN ,M (ρ,λ,θ , t) =

N
∑

n=0

M
∑

j=1

M
∑

k= j

u
(1)

n, j,k
(t)ϕ

(1)

n, j,k
(ρ,λ,θ)

+

N
∑

n=0

M
∑

j=0

M
∑

k= j

u
(2)

n, j,k
(t)ϕ

(2)

n, j,k
(ρ,λ,θ). (4.5)
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For notational convenience, we shall use the following notations:

Y (q)
l ,m,p
(uN ,M(t)) = l(l − 1)u

(q)

l−2,m,p
(t)− 4l2u

(q)

l−1,m,p
(t) + 2

�

3l2 + 3l + 1
�

u
(q)

l ,m,p
(t)

− 4(l + 1)2u
(q)

l+1,m,p
(t) + (l + 1)(l + 2)u

(q)

l+2,m,p
(t), (4.6a)

M (q)

l ,m,p
(uN ,M(t)) =

1

4
l(l − 1)(β2− 4)u

(q)

l−2,m,p
(t) + 4l2u

(q)

l−1,m,p
(t)

− 1

2

�

β2(l2 + l + 1) + 4(3l2+ 3l + 1) + 2β2p(p+ 1)
�

u
(q)

l ,m,p
(t)

+ 4(l + 1)2u
(q)

l+1,m,p
(t) +

1

4
(l + 1)(l + 2)(β2− 4)u

(q)

l+2,m,p
(t), (4.6b)

G (q)
l ,m,p
(uN ,M (t)) = −β3

∫

Ω

ρ2u3
N ,M(ρ,λ,θ , t)ϕ

(q)

l ,m,p
(ρ,λ,θ)dΩ, (4.6c)

F (q)
l ,m,p
(uN ,M(t)) = β

3

∫

Ω

ρ2 f (ρ,λ,θ , t)ϕ
(q)

l ,m,p
(ρ,λ,θ)dΩ, q = 1,2. (4.6d)

With the aid of (4.1)-(4.3), (4.5) and (4.6), we obtain from (4.4) that

∂ 2
t Y (q)l ,m,p

(uN ,M (t))

=M (q)

l ,m,p
(uN ,M (t)) +G (q)l ,m,p

(uN ,M(t)) +F (q)l ,m,p
(uN ,M(t)), q = 1,2. (4.7)

In actual computation, we take the step size τ in time. We approximate ∂ 2
t u
(q)

l ,m,p
(t) by

1

τ2

�

u
(q)

l ,m,p
(t +τ)− 2u

(q)

l ,m,p
(t) + u

(q)

l ,m,p
(t −τ)

�

.

For stability of nonlinear calculation, we approximate the nonlinear term u3
N ,M (ρ,λ,θ , t)

by

1

4

�

u3
N ,M (ρ,λ,θ , t +τ)+ u2

N ,M (ρ,λ,θ , t +τ)uN ,M(ρ,λ,θ , t −τ)

+ uN ,M (ρ,λ,θ , t +τ)u2
N ,M(ρ,λ,θ , t −τ) + u3

N ,M(ρ,λ,θ , t −τ)
�

.

We also introduce the notation

G (q, j)

l ,m,p
(uN ,M (t +τ))

= −β3

∫

Ω

ρ2u
3− j

N ,M (ρ,λ,θ , t +τ)u
j

N ,M(ρ,λ,θ , t −τ)ϕ(q)
l ,m,p
(ρ,λ,θ)dΩ, j = 1,2.
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Then we have from (4.7) that for t = kτ, k ≥ 2,

Y (q)
l ,m,p
(uN ,M(t +τ))−

1

2
τ2M (q)

l ,m,p
(uN ,M (t +τ))−

1

4
τ2
�

G (q)
l ,m,p
(uN ,M (t +τ))

+G (q,1)

l ,m,p
(uN ,M (t +τ))+G (q,2)

l ,m,p
(uN ,M(t +τ))

�

= 2Y (q)
l ,m,p
(uN ,M(t))−Y (q)l ,m,p

(uN ,M(t −τ)) +
1

2
τ2M (q)

l ,m,p
(uN ,M(t −τ))

+
1

4
τ2G (q)

l ,m,p
(uN ,M(t −τ)) +

1

2
τ2
�

F (q)
l ,m,p
(uN ,M(t +τ)) +F (q)l ,m,p

(uN ,M(t −τ))
�

, (4.8)

for q = 1,2. The above algorithm is implicit. Thus, we use the Newton iteration to resolve

ϕ
(q)

l ,m,p
at each time step. Finally we obtain uN ,M(ρ,λ,θ , t) from (4.5). In general, it is

difficult to evaluate the quantities

G (q)
l ,m,p
(uN ,M (t +τ)), G (q,1)

l ,m,p
(uN ,M (t +τ)), G (q,2)

l ,m,p
(uN ,M (t +τ)),

and

G (q)
l ,m,p
(uN ,M (t −τ)), F (q)l ,m,p

(uN ,M (t))

exactly. Therefore, we use the generalized Laguerre-spherical harmonic quadrature for

them.

Remark 4.1. The algorithm (4.8) is equivalent to

1

τ2

∫

Ω

ρ2(uN ,M (t +τ)− 2uN ,M(t) + uN ,M(t −τ))φdΩ

+
1

2

∫

Ω

ρ2∂ρ(uN ,M(t +τ) + uN ,M(t −τ))∂ρφdΩ

+
1

2

∫

Ω

(∇S(uN ,M(t +τ) + uN ,M(t −τ)),∇Sφ)dΩ

+
1

2

∫

Ω

ρ2(uN ,M(t +τ) + uN ,M (t −τ))φdΩ

+
1

4

∫

Ω

ρ2
�

u3
N ,M(t +τ) + u2

N ,M(t +τ)uN ,M(t −τ)

+ uN ,M (t +τ)u
2
N ,M(t −τ)+ u3

N ,M (t −τ)
�

φdΩ

=
1

2

∫

Ω

ρ2( f (t +τ)+ f (t −τ))φdΩ, ∀φ ∈ VN ,M ,β(Ω). (4.9)

By taking

φ =
1

2τ
(uN ,M(t +τ)− uN ,M(t −τ)),

we could derive a discrete conservation similar to (3.6), which simulates the continuous

conservation (3.3). Furthermore, we may follow the same line as in [8] to derive the error
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estimate of numerical solution, as long as τ = O (N−2). For shortening the paper, we leave

the detail to the readers.

Now, we denote by ρN ,n and ωN ,n the zeros of L (0,β)
N+1 (ρ) and the correspond-

ing Christoffel numbers, respectively. Meanwhile, let ξM , j and ηM , j be the zeros of

LM+1(z) and the corresponding Christoffel numbers, respectively. Furthermore, let σM =

2π/(2M + 1), and

(ρN ,n,λM ,k,θM , j) = (ρN ,n, kσM , arcsin(ξM , j)), ωN ,M ,n,k, j =ωN ,nσMηM , j .

The numerical errors are measured by

EN ,M (t) =

� N
∑

n=0

2M
∑

j=0

M
∑

k=0

|U(ρN ,n,λM ,k,θM , j , t)− uN ,M(ρN ,n,λM ,k,θM , j , t)|2
�

1

2

.

We take the test solution

U(ρ,λ,θ , t) =
�

ebt − b2t2

2
− bt − 1

�

e−ρ sin 2λcos2 θ .

In actual computation, we take b = 1. In Fig. 1, we plot the values of EN ,M(1) with β = 1

and τ = 0.01,0.001, vs. the mode N = 2M . They indicate the convergence of proposed

scheme as M increases and τ decreases. Especially, it provides accurate numerical results

even for moderate mode N = 2M .

2 4 6 8 10 12
−7

−6

−5

−4

−3

−2

−1

M

lo
g 10

E
N

τ=0.01

τ=0.001Figure 1: Convergene rates with N = 2M and β = 1.
In Table 1, we compare the accuracy of numerical results with β = 1,2,3, M = 6 and

τ = 0.01,0.001. They indicate that suitable choice of parameter β might lead to better

numerical results. But, unfortunately, how to choose the best parameter β is still an open

problem. Roughly speaking, it seems better to take bigger β , if the exact solutions decay

faster as ρ goes to infinity. In this case, the asymptotic behaviors of numerical solutions

simulate the asymptotic behaviors of exact solutions more properly. In our example, the

test function decays like e−ρ , as ρ increases, while the numerical solutions with β = 2 also

do so. Therefore, we obtain better numerical results when β = 2, as is shown in Table 1.
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β = 1 β = 2 β = 3

τ = 0.01 1.36E-5 9.91E-6 1.02E-5

τ = 0.001 4.92E-6 1.50E-7 1.60E-7

5. Concluding remarks

In this paper, we proposed an efficient spectral method by using the generalized La-

guerre and spherical harmonic functions, with its application to the Cauchy problem of

three-dimensional nonlinear Klein-Gordon equation. The numerical results demonstrated

its efficiency. Although we only considered the Klein-Gordon equation in this paper, the

suggested method is also applicable to many other problems.

The new approach has several advantages. Firstly, we do not need any artificial bound-

ary, and so avoid additional errors. Next, there left only one variable ρ, varying on infinite

interval. Thus the calculation is much simpler than that with the Cartesian coordinates.

Thirdly, benefiting from the orthogonality of spherical harmonic functions, this method

saves a lot of work. Moreover, it is suitable for parallel computation, if we approximate

nonlinear terms appearing in revolutionary problems explicitly. Another important merit

is that the corresponding numerical solutions keep the same conservations as the exact

solutions. Consequently, it oftentimes simulates physical processes properly.

In this paper, we established some basic results on the generalized Laguerre-spherical

harmonic orthogonal approximation, which serve as the mathematical foundation of spec-

tral methods for various problems defined in the whole three-dimensional space or on

unbounded domains with spherical geometry. Besides, we may follow the same line as

in this paper, to design new spectral method for exterior problems. We shall report the

related results in the future.
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Appendix: Proof of Theorems 3.1 and 3.2

We first establish some results on the generalized Laguerre-spherical harmonic approx-

imation, which will be used in the proof of Theorems 3.1 and 3.2.

Lemma A.1. For any s ≥ 0 and integers 1≤ r ≤ N + 1,

‖PN ,M ,α,β v − v‖2ρα,Ω

≤ c(βN)−r

∫

S

||∂ r
ρ (e

1

2
βρv)||2ωα+r,β ,Λ

dS+ cM−2s‖v‖2
Hs(S,L2

ρα
(Λ))

,

provided that the norms appearing at the right side are finite.
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Proof. By the projection theorem,

‖PN ,M ,α,β v − v‖2ρα,Ω ≤ ‖φ − v‖2ρα,Ω, ∀φ ∈ VN ,M ,β(Ω). (A.1)

Let P̃N ,α,β ,Λv and PM ,S v be the same as in (2.6) and (2.9), respectively. We take φ =

P̃N ,α,β ,Λ(PM ,S v). Thanks to (2.7) and (2.10), we deduce that

||φ− v||2ρα,Ω

≤ 2

∫

Ω

ρα(P̃N ,α,β ,Λ(PM ,S v)− (PM ,S v))2dΩ+ 2

∫

Ω

(PM ,S(ρ
α
2 v)−ρ α

2 v)2dΩ

≤ c(βN)−r

∫

S

||∂ r
ρ (e

1

2
βρPM ,S v)||2ωα+r,β ,Λ

dS+ cM−2s‖ρ α
2 v‖2

Hs(S,L2(Λ))

≤ c(βN)−r

∫

S

||∂ r
ρ (e

1

2
βρv)||2ωα+r,β ,Λ

dS+ cM−2s‖v‖2
Hs(S,L2

ρα
(Λ))

.

This completes the proof of the lemma. �

We next estimate ‖P1
N ,M ,β

v − v‖1,ρ2,Ω. To do this, we need several preparations. Let

χ1(ρ) = ρ
2e−βρ , χ2(ρ) =

�

1+ βρ+
�

η− β
2

4

�

ρ2

�

e−βρ , η >max(β2/4,1),

and the space

H̄1
χ1,χ2
(Λ) =

n

v | ∂ρv ∈ L2
χ1
(Λ), v ∈ L2

χ2
(Λ)
o

,

with the norm (‖∂ρv‖2χ1,Λ+ ‖v‖2χ2,Λ)
1

2 . The orthogonal projection

P1
N ,χ1,χ2,Λ : H̄1

χ1 ,χ2
(Λ)→PN (Λ)

is defined by

(∂ρ(P
1
N ,χ1,χ2,Λv− v),∂ρφ)χ1,Λ+ (P

1
N ,χ1,χ2,Λv− v,φ)χ2,Λ = 0, ∀φ ∈ PN (Λ).

Further, we introduce the space

H1
ρ2,1
(Λ) =

¦

v | v is measurable on Λ and ‖v‖1,ρ2,1,Λ <∞
©

equipped with the norm

‖v‖1,ρ2,1,Λ =
�

‖∂ρv‖2
ρ2,Λ
+ ‖v‖2

ρ2,Λ
+ ‖v‖2Λ

�
1

2
.

The projection P̄1
N ,β ,Λ

: H1
ρ2,1
(Λ)→QN ,β(Λ) is defined by

P̄1
N ,β ,Λv = e−

βρ

2

�

P1
N ,χ1,χ2,Λ(ve

βρ

2 )
�

.
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According to Theorem 3.3 of [12], we assert that for any v ∈ H1
ρ2,1
(Λ) ∩ H r

ρr+1(Λ), η >

max(β2/4,1) and integers 1≤ r ≤ N + 1,

∫

Λ

ρ2(∂ρ(P̄
1
N ,β ,Λ

v − v))2dρ+

∫

Λ

(1+ aρ2)(P̄1
N ,β ,Λ

v − v)2dρ

≤ c
�

1+
1

β

�4

(βN)1−r


∂ r
ρ (e

βρ

2 v)




2

ωr+1,β ,Λ
. (A.2)

Lemma A.2. For any v ∈B r,s(Ω), s ≥ 1 and integers 1≤ r ≤ N + 1,

‖P1
N ,M ,β v− v‖2

1,ρ2,Ω
≤ cN1−rDr,β(v)+ cM2−2sD∗s (v).

Proof. By the projection theorem,

‖P1
N ,M ,β v − v‖2

1,ρ2,Ω
≤ ‖φ − v‖2

1,ρ2,Ω
, ∀φ ∈ VN ,M ,β(Ω). (A.3)

We take φ = P̄1
N ,β ,Λ

(PM ,S v). With the aid of (2.10) and (A.2), we verify that

||∂ρ(φ − v)||2
ρ2,Ω

≤ 2

∫

Ω

ρ2
�

∂ρ P̄1
N ,β ,Λ(PM ,S v)− ∂ρ(PM ,S v)

�2
dΩ+ 2

∫

Ω

(PM ,S(ρ∂ρv)−ρ∂ρv)2dΩ

≤ c
�

1+
1

β

�4

(βN)1−r

∫

S



∂ r
ρ (e

βρ

2 PM ,S v)




2

ωr+1,β ,Λ
dS+ cM2−2s‖ρ∂ρv‖2

Hs−1(S,L2(Λ))

≤ c
�

1+
1

β

�4

(βN)1−r

∫

S



∂ r
ρ (e

βρ

2 v)




2

ωr+1,β ,Λ
dS+ cM2−2s‖∂ρv‖2

Hs−1(S,L2

ρ2(Λ))
.

The norm ||φ − v||ρ2,Ω has the same upper-bound as in the above. On the other hand,

using (2.10) and (A.2) again yields that

∫

Ω

(∇S(φ − v))2dΩ

≤ 2

∫

Ω

� 1

cosθ
∂λ(P̄

1
N ,β ,Λ

(PM ,S v)− PM ,S v)
�2

dΩ+ 2

∫

Ω

� 1

cosθ
∂λ(PM ,S v − v)

�2

dΩ

+ 2

∫

Ω

�

∂θ (P̄
1
N ,β ,Λ(PM ,S v)− PM ,S v)

�2

dΩ+ 2

∫

Ω

(∂θ (PM ,S v − v))2dΩ

≤ c
�

1+
1

β

�4

(βN)1−r

∫

S

�




1

cosθ
∂λ∂

r
ρ (e

βρ

2 v)




2

ωr+1,β ,Λ
+ ||∂θ v||2ωr+1,β ,Λ

�

dS

+ cM2−2s ||v||2
Hs(S,L2(Λ))

.

The previous statements with (A.3) leads to the desired result. �
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Proof of Theorem 3.1. We now turn to prove Theorem 3.1. By (3.5), the errors satisfy

the following equation,

∫

Ω

ρ2∂ 2
t ũN ,M (t)φdΩ+

∫

Ω

ρ2∂ρũN ,M(t)∂ρφdΩ+

∫

Ω

(∇SũN ,M(t)) · ∇Sφ)dΩ

+

∫

Ω

ρ2ũN ,M (t)φdΩ+

∫

Ω

ρ2ũ3
N ,M(t)φdΩ+ 3

∫

Ω

ρ2ũ2
N ,M(t)uN ,M (t)φdΩ

+ 3

∫

Ω

ρ2ũN ,M 2(t)u2
N ,M(t)φdΩ =

∫

Ω

ρ2 f̃ (t)φdΩ, ∀φ ∈ VN ,M ,β (Ω). (A.4)

Taking φ = 2∂t ũN ,M in (A.4), we obtain

d

d t
E(ũN ,M , t) + F1(uN ,M , ũN ,M , t) + F2(uN ,M , ũN ,M , t)

≤ || f̃ (t)||2
ρ2,Ω
+ ||∂t ũN ,M (t)||2ρ2,Ω

, (A.5)

where

F1(uN ,M , ũN ,M , t) = 6

∫

Ω

ρ2ũ2
N ,M (t)uN ,M (t)∂t ũN ,M dΩ,

F2(uN ,M , ũN ,M , t) = 6

∫

Ω

ρ2ũN ,M (t)u
2
N ,M (t)∂t ũN ,M (t)dΩ.

Using the Hölder inequality, the imbedding inequality and (3.7) successively, we deduce

that

|F1(uN ,M , ũN ,M , t)| ≤ c||uN ,M(t)||L6

ρ2(Ω)
||ũN ,M(t)||2L6

ρ2(Ω)
||∂t ũN ,M ||ρ2,Ω

≤ c
�

||uN ,M(t)||21,ρ2,Ω
||ũN ,M(t)||41,ρ2,Ω

+ ||∂t ũN ,M ||2ρ2,Ω

�

≤ d(U0, U1, f )
�

E2(ũN ,M , t) + E(ũN ,M , t)
�

.

Similarly,

|F2(uN ,M , ũN ,M , t)| ≤ d(U0, U1, f )E(ũN ,M , t).

Substituting the above two estimates into (A.5) and integrating the resulting inequality

with respect to t, we obtain

E(ũN ,M , t) ≤ E(ũN ,M , 0) + d(U0, U1, f )

×
∫ t

0

∫

Ω

�

E2(ũN ,M ,ξ) + E(ũN ,M ,ξ) + || f̃ (ξ)||2
ρ2,Ω

�

dξ. (A.6)

We shall use the nonlinear Gronwall inequality stated below.
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Lemma A.3. Let c∗ ≥ 0, and F(t) and R(t) be non-negative functions of t. Moreover, R(t) is

non-decreasing for t. If R(T )≤ e−2c∗T and for 0≤ t ≤ T,

F(t) ≤ c∗

∫ t

0

(F2(ξ) + F(ξ))dξ+R(t),

then for 0≤ t ≤ T,

F(t) ≤ e2c∗ tR(t).

Applying Lemma A.3 to (A.6), we reach the conclusion as stated in Theorem 3.1. �

Proof of Theorem 3.2. We next prove Theorem 3.2. Let UN ,M = P1
N ,M ,β

U . By the defini-

tion of P1
N ,M ,β

U , we have from (3.2) that

∫

Ω

ρ2∂ 2
t UN ,M (t)φdΩ+

∫

Ω

ρ2∂ρUN ,M(t)∂ρφdΩ+

∫

Ω

(∇SUN ,M (t) · ∇Sφ)dΩ

+

∫

Ω

ρ2UN ,M (t)φdΩ+

∫

Ω

ρ2U3
N ,M(t)φdΩ+ G1(U , UN ,M ,φ, t) + G2(U , UN ,M ,φ, t)

=

∫

Ω

ρ2 f (t)φdΩ, ∀φ ∈ VN ,M ,β(Ω), (A.7)

where

G1(U , UN ,M ,φ, t) =

∫

Ω

ρ2∂ 2
t (U(t)− UN ,M (t))φdΩ,

G2(U , UN ,M ,φ, t) =

∫

Ω

ρ2
�

U(t)− UN ,M(t))(U
2(t) + U(t)UN ,M (t) + U2

N ,M(t)
�

φdΩ.

Set ŨN ,M = uN ,M − UN ,M . Subtracting (A.7) from (3.5), gives

∫

Ω

ρ2∂ 2
t ŨN ,M(t)φdΩ+

∫

Ω

ρ2∂ρŨN ,M (t)∂ρφdΩ+

∫

Ω

�

∇S ŨN ,M (t) · ∇Sφ
�

dΩ

+

∫

Ω

ρ2ŨN ,M (t)φdΩ+

∫

Ω

ρ2Ũ3
N ,M (t)φdΩ

=

2
∑

j=1

G j(U , UN ,M ,φ, t) +

4
∑

j=3

G j(ŨN ,M , UN ,M ,φ, t), (A.8)

where

G3(ŨN ,M , UN ,M ,φ, t) = −3

∫

Ω

Ũ2
N ,M(t)UN ,M (t)φdΩ,

G4(ŨN ,M , UN ,M ,φ, t) = −3

∫

Ω

ŨN ,M(t)U
2
N ,M (t)φdΩ.
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Taking φ = 2∂t ŨN ,M in (A.8), yields

d

d t
E(ŨN ,M , t) = 2G1(U , UN ,M ,∂t ŨN ,M , t) + 2G2(U , UN ,M ,∂t ŨN ,M , t)

+ 2G3(ŨN ,M , UN ,M ,∂t ŨN ,M , t) + 2G4(ŨN ,M , UN ,M ,∂t ŨN ,M , t). (A.9)

We now estimate the terms at the right side of (A.9). Firstly, by Lemma A.2,

|G1(U , UN ,M ,∂t ŨN ,M , t)|
≤ cN1−rDr,β (∂

2
t U(t)) + cM2−2sD∗s (∂ 2

t U(t)) + ||∂t ŨN ,M(t)||2ρ2,Ω
. (A.10)

Next, by virtue of imbedding inequality and Lemma A.2 with r = s = 1,

||UN ,M(t)||L6

ρ2(Ω)
≤ c||UN ,M(t)||1,ρ2,Ω ≤ c

�

D1,β(U(t)) +D∗1(U(t))
�

1

2 . (A.11)

Therefore, we use the Hölder inequality, (A.11) and Lemma A.2 to obtain that

|G2(U , UN ,M ,∂t ŨN ,M , t)|
≤ ||U(t)− UN ,M(t)||L6

ρ2(Ω)
||∂t ŨN ,M (t)||ρ2,Ω

�

||U(t)||2
L6

ρ2(Ω)
+ ||UN ,M(t)||2L6

ρ2(Ω)

�

≤ c||U(t)− UN ,M(t)||1,ρ2,Ω||∂t ŨN ,M(t)||ρ2,Ω

�

||U(t)||2
1,ρ2,Ω

+ ||UN ,M(t)||21,ρ2,Ω

�

≤ c
�

D1,β (U(t)) +D∗1(U(t))
��

N1−rDr,β ,(U(t)) +M2−2sD∗s (U(t))
�

+ ||∂t ŨN ,M (t)||2ρ2,Ω
. (A.12)

Furthermore,

|G3(ŨN ,M , UN ,M ,∂t ŨN ,M , t)|
≤ ||UN ,M(t)||L6

ρ2(Ω)
||ŨN ,M(t)||2L6

ρ2(Ω)
||∂t ŨN ,M (t)||ρ2,Ω

≤ c
�

D1,β (U(t)) +D∗1(U(t))
�
�

||ŨN ,M(t)||41,ρ2,Ω
+ ||∂t ŨN ,M (t)||2ρ2,Ω

�

. (A.13)

Similarly,

|G4(ŨN ,M , UN ,M ,∂t ŨN ,M , t))|
≤ c
�

D1,β(U(t)) +D∗1(U(t))
�2
�

||ŨN ,M(t)||21,ρ2,Ω
+ ||∂t ŨN ,M(t)||2ρ2,Ω

�

. (A.14)

Substituting (A.10) and (A.12)-(A.14) in to (A.9) and integrating the result with respect

to t, we reach that

E(ŨN ,M , t) ≤ c
�

dβ(U) + 1
�

∫ t

0

�

E2(ŨN ,M ,ξ) + E(ŨN ,M ,ξ)
�

dξ+ R̃N ,M ,β(U , t), (A.15)
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where

R̃N ,M ,β(U , t) = E(ŨN ,M , 0) + cRN ,M ,β(U , t).

Thus, it remains to estimate E(ŨN ,M , 0). Since

∂t UN ,M(0) = P1
N ,M ,βU1, UN ,M (0) = P1

N ,M ,βU0,

we use Lemmas A.1 and A.2 to obtain

E(ŨN ,M , 0)≤ c
�

||PN ,M ,2,βU1 − U1||2ρ2,Ω
+ ||P1

N ,M ,βU1 − U1||2ρ2,Ω

�

≤ cR∗N ,M ,β(U0, U1).

Due to r, s > 1, we have R̃N ,M ,β(t)→ 0 as N , M →∞. Thereby, we can apply Lemma A.3

to (A.15). Finally, we obtain

E(ŨN ,M , t) ≤ cec(dβ (U)+1)t
�

RN ,M ,β(U , t) + R∗N ,M ,β(U0, U1)
�

.

The above estimate, along with Lemma A.2, leads to the conclusion as stated in Theorem

3.2. �

As mentioned in Section 3, the result stated in Theorem 3.2 does not seem optimal. The

reason of this matter is that there is no optimal estimate in L2
ρ2(Λ)-norm for the orthogonal

approximation P̄1
N ,β ,Λ

. Consequently, we lack the optimal estimate in L2
ρ2(Ω)-norm for the

orthogonal approximation P1
N ,M ,β

, see Lemma A.2. As a result, we could not derive a result

better than that as in Theorem 3.2. Indeed, so far, there is no optimal result on the error

estimate in the weighted L2−norm for any weighted H1−orthogonal approximation by

using the Laguerre polynomials or the Laguerre functions. It is still an open and difficult

problem, see, e.g., [10,12,13,21].
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