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Abstract. A new set of boundary conditions has been derived by rigorous methods for
the shallow water equations in a limited domain. The aim of this article is to present
these boundary conditions and to report on numerical simulations which have been
performed using these boundary conditions. The new boundary conditions which
are mildly dissipative let the waves move freely inside and outside the domain. The
problems considered include a one-dimensional shallow water system with two layers
of fluids and a two-dimensional inviscid shallow water system in a rectangle.
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1 Introduction

The problem of boundary conditions in a limited domain is recognized as an important
problem in geophysical fluid dynamics. In its primary form, the problem which was
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identified already by J. Von Neumann and J. Charney, is to choose the boundary condi-
tions for a limited area model (LAM), when the boundary of the computational domain
or part of it has no physical relevance and there are no physical laws prescribing a natu-
ral boundary condition. This old problem which persists in this form, reappears in other
contemporary developments. For multi-level numerical methods, the issue of boundary
conditions is present for each of the subdomains of the fine grids; see e.g. [24]. Also,
in many attempts at modeling, this issue occurs as well, the usual remedy being to use
the space periodic boundary conditions. However space periodicity can be physically
unrealistic in particular because it generally implies conservation of energy; see e.g. [31]
for the modeling of clouds where the lack of suitable boundary conditions prevents from
studying the interactions of contiguous vertical columns.

Many authors have addressed the problem from different angles, but the approach
is generally based on some form of physical intuition or on some modeling; see e.g.
[5–7, 22, 24–26, 28, 32, 36, 37], the tutorial [38] and the references therein. In this article
we would like to address this issue in the light of theoretical (mathematical) results con-
nected to the study of the well-posedness of the initial and boundary value problems.
The problems studied here are the two-layer shallow water equations, in space dimen-
sion one and the (one layer) shallow water equations in a rectangle in space dimension
two; see [30] for the one-dimensional two-layer shallow water equations; see also [29]
for the one-dimensional (one layer) shallow water equations; and see [8, 20, 21] for the
general approach to initial and boundary value problems for hyperbolic equations based
on the so-called Kreiss-Lopatinsky conditions; see also [23].

Beside presenting these boundary conditions, another aim of this article is to report
on numerical tests performed using these conditions. One feature of these boundary
conditions is that they are (mildly) dissipative, a property which is used of course in the
theoretical study. In our numerical studies these boundary conditions appear to let the
waves move freely inside or outside the domain. In the mathematical literature such
boundary conditions are called “transparent” boundary conditions; see e.g. [11, 12, 14].
Note that our objective per se is not to derive transparent boundary conditions, but it
happens that the boundary conditions coming from the existence and uniqueness theo-
rem are transparent to a certain extent.

The first example on which we report in Section 2 is that of two layers of inviscid
shallow water equations in space dimension one. Note that this case studied in [25] and
from the mathematical perspective in [30] raises substantial new difficulties as compared
to the case of one layer. Indeed this system may not be hyperbolic, see e.g. [3, 9, 25] and
also [10,33,37] and as emphasized already in [27] the boundary conditions for multilayer
shallow water equations can not be of local type, which means in the present case, that
on each layer, the boundary conditions possibly involve the other layer(s). The boundary
conditions that we discuss below are studied on the theoretical side in [30] and on the
computational side they appear to be transparent to some extent.

The second case that we test and discuss in Section 3 is that of the inviscid shallow
water equations in a rectangle in space dimension two. Note that here there is no sup-
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porting theory (so far) concerning the existence and uniqueness of solutions, because the
domain, being a rectangle, is not smooth, and the available theoretical results only apply
to flows in a smooth domain. However we surmise that the same type of procedure is
applicable and we are working on it from the theoretical side, see [15–17]. Note that the
boundary conditions that we implement and study numerically come from an heuristic
application of the Kreiss-Lopatinsky theory. In this article, for this flow, we start from the
Rossby equatorial soliton which is a classical test model in the literature as recalled be-
low. The equations are the two-dimensional shallow water equations in a rectangle with
special values of the coefficient and the initial data.The boundary conditions for the test
problem are either the Dirichlet boundary conditions as in the original Rossby equatorial
soliton (see below) or the Neumann boundary conditions as kindly suggested by a ref-
eree; both are not supported by any theoretical study. Everything else being unchanged,
we replace the Dirichlet or Neumann boundary conditions by our “transparent” bound-
ary conditions and our simulations show that the Rossby equatorial soliton with our pro-
posed boundary conditions smoothly leaves the domain, confirming that these boundary
conditions are indeed transparent in this case.

Our aim in this article is not to compare the theoretical rigorous boundary conditions
with the many other open boundary conditions that are available in the literature, as
we believe this would be a substantial work of doubtful interest. Nevertheless, for the
two-dimensional equatorial Rossby soliton it was tempting to compare our boundary
conditions with the Dirichlet and Neumann boundary conditions, the Dirichlet boundary
conditions being, as we said, part of the equatorial Rossby soliton, a classical test which
the referees asked us to perform in a previous computational article [1]. Our simulations
show undesirable reflexions when the soliton reaches the boundary of the domain when
using the Dirichlet or Neumann boundary conditions, unlike the proposed transparent
conditions. Furthermore, for the Dirichlet boundary conditions the calculations blow
up at some time, whereas for the Neumann boundary conditions substantial reflexions
occur at the boundary but they are less significant than for the Dirichlet condition, and
the soliton eventually leaves the domain of calculation.

Finally, we also discuss in each case some of the numerical techniques used to ac-
tually implement these boundary conditions. This is not straightforward and indeed
several computational subtleties are necessary when implementing the boundary condi-
tions, both for the boundary conditions themselves and for the equations. Further indi-
cations for related situations can be found in [1, 34].

2 Two-layer shallow water equations

In this Section, we consider the two-layer shallow water equations for a flow along a
simple channel as follows:
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(2.1)

Here, we assume that there are two distinct immiscible fluid layers, these layers being de-
scribed by the velocities ui that depend on the horizontal x-coordinates but independent
on y and on the vertical position, the constant densities ρi, and the heights hi with i=1,2.
The channel has length L with a rectangular cross-section with variable width b(x) and
the bottom height B(x) (see Fig. 1). The constant g′ represents the reduced gravity which
is defined as follows:

g′≡
g(ρ1−ρ2)

ρ1
,

where g is the gravitational acceleration.

h2

h1

B

u2

u1

ρ2

ρ1

Figure 1: The two-layer shallow water model.

As explained in [2, 3], the difficulty with the two-layer shallow water equations is
that the system (2.1) is not hyperbolic. In order to overcome the difficulty, we consider an
approximation of this model available in the literature, see [25]; see also [2,4] for different
ways in overcoming this difficulty. In [25], the authors remarked that the barotropic
and baroclinic modes couple very weakly if g′ ≪ g but these modes couple strongly in
the presence of nonuniform topography near the boundary. In this article, we assume
that the channel has straight walls (b= 1) and the topography is added to render these
examples physically more interesting. To avoid that these modes couple strongly at the
open boundary, we assume that the bottom near the boundary is flat. Thus, we can then
consider the two modes separately. As in [25], by defining

h=h1+h2, u=
u1h1+u2h2

h
, (2.2)
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the equations for the barotropic mode are derived by neglecting g′ entirely and assuming
that u1≈u2 so that we find:
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(2.3)

Note that these equations (2.3) are the same as the single-layer shallow water equations.
By writing v=u1−u2, the equations for the baroclinic mode read
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(2.4)

Now, we will propose open boundary conditions for this approximate model (2.3)-
(2.4). Indeed, we first consider the boundary conditions for the barotropic mode. We use
the boundary conditions proposed in [25] and studied in [30] since the equations for the
barotropic mode are exactly the equations for the single-layer shallow water equations.
Thus, as in [30], for barotropically subcritical flows (u2

< gh), boundary conditions are
given as follows:







α1(0,t) :=u(0,t)+2
√

gh(0,t)=u0+2
√

gh0,

β1(L,t) :=u(L,t)−2
√

gh(L,t)=u0−2
√

gh0,
(2.5)

and for barotropically supercritical flows (u2
> gh), boundary conditions are given as

follows:






α1(0,t) :=u(0,t)+2
√

gh(0,t)=u0+2
√

gh0,

β1(0,t) :=u(0,t)−2
√

gh(0,t)=u0−2
√

gh0,
(2.6)

where u0 and h0 are constant reference states satisfying u(0,t)=u(L,t)=u0 and h(0,t)=
h(L,t)=h0 at t=0.

For the baroclinic mode, as in [30], the flow is said to be baroclinically subcritical if

(

u+
v(h−2h1)

h

)2
<
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h2
(g′h−v2), and g′h−v2

>0,

where the left hand side in the first inequality is the square of the speed of interfacial long
waves; the flow is said to be baroclinically supercritical if

(

u+
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Note that when the flow is barotropically supercritical, it is also baroclinically supercriti-
cal.

As in [30], we assume for simplicity that the reference barotropic state is the constant
state h=h0 , u=u0 with the same values as in the initial data, in (2.6). Then, for baroclini-
cally subcritical flows, the boundary conditions are given as follows:
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(2.7)

while for baroclinically supercritical flows, the boundary conditions are given as follows:
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(2.8)

where h1,0 is the constant reference state.

Remark 2.1. Note that we might consider the right-hand sides of (2.5)-(2.8) to be time-
dependent as in [29, 30]. As remarked in [25], the physical meaning is clear if the right-
hand sides of (2.5)-(2.8) are time-independent. In these cases, the flow becomes steady-
state after the waves generated by the initial perturbation move out of the domain.

2.1 Numerical algorithms

As in [34], a generalization of the semi-discrete central-upwind method is applied for
solving the approximate model (2.3)-(2.4) supplemented with the proposed boundary
conditions (2.5)-(2.8). For the spatial discretization, the semi-discrete central-upwind
method in [18, 19] is applied with suitable boundary treatment procedures. Our numer-
ical approach is to solve (2.3)-(2.4) for points inside the domain in a first step and then
to update the boundary values based on the numerical data from the first step. Follow-
ing the method in [34], we rewrite Eq. (2.3) for the barotropic flow and Eq. (2.4) for the
baroclinic flow in the conservative form

∂
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We consider a uniform spatial grid xj=(j−1)∆x, j=1,··· ,M+1, where M is the num-
ber of grid points and ∆x= L/M and denote by Ūj(t) the cell average of U(t,·) over the
j-cell Ij =(xj− 1

2
,xj+ 1

2
), that is

Ūj(t) :=
1

∆x

∫ x
j+ 1

2

x
j− 1

2

U(t,x)dx. (2.10)

Integrating Eq. (2.10) over the j-cell Ij, the resulting equation reads
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), where the pj(t,x) are non-oscillatory

linear polynomial reconstructions, which are used to obtain a second order scheme. In the
numerical experiments below, we have used a linear piecewise minmod reconstruction
to obtain a second order scheme. Namely, pj(t,x)= Ūj+sm(t)(x−xj), where
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Ūj+1−Ūj−1
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ferential ∂F
∂U at the point U= Ũ.
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Consequently, the approximation of (2.11) now becomes:

d

dt
Ūj(t)+

Fj+ 1
2
(t)−Fj− 1

2
(t)

∆x
=Sj(t), (2.17)

where the approximations of the spatial integrals of the source terms over the j-cell Ij is
obtained by using the midpoint rule for the spatial integrals, that is,

Sj(t) :=S(U(t,xj),t,xj). (2.18)

We remark that (2.17) is valid for the j-cells Ij, 2≤ j≤ M only. For the boundary cells
j=1 or j= M+1, there are no information from the other sides. Thus, we have to adopt
other methods to deal with these cells. We also note that when computing the fluxes at
the interface x= xj− 1

2
or x= xj+ 1

2
for the cells j=2 and M, the minmod function can not

be applied anymore. In these cases, one-sided difference approximations are applied.
We observe that (2.17) supplemented with the boundary equations j=1, M+1, forms a

system of first order ordinary differential equations. Thus, in the numerical simulations,
we use a second order Runge-Kutta method (RK2). Let T > 0 be fixed as above, and
set ∆t = T

N , where N is the number of time steps. For n= 0,··· ,N, we define Un
j as the

approximate value of U at time tn = n∆t, and at the position x = xj. The choice of U0
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The numerical procedure is as follows:
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Now we describe how to update the boundary values for the barotropic flow. For
barotropically subcritical flows, one boundary condition is prescribed at x = 0 and one
boundary condition is prescribed at x= L. As we see, these boundary conditions can not
give enough information to recover the variables u and h. Fortunately, by inspection of
(2.3), we find that the variables α1 and β1 satisfy
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∂t
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(2.21)

Thus, we can recover the variables u and h by solving (2.21) numerically at the boundary.
For convenience in notation, we denote by αn

i,j (resp. βn
i,j) the approximate values of

αi (resp. βi) at x= xj and t= tn, for i=1,2, 1≤ j≤M+1 and 0≤n≤N.

In the case of the boundary condition (2.5), since the value αn+1
1,1 = α1(0,(n+1)∆t) is

known, we need to approximate βn+1
1,1 . For that purpose, we solve the second equation

(2.20) numerically. That is, we have
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)βn+1
1,2 −βn+1
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where Bx,1 is the first derivative approximation of B(x) evaluated at x= x1.
To update the boundary value βn+1

1,1 , we need the value βn+1
1,2 which has been up-

dated by solving the ordinary differential equation (2.18). Combining with the proposed
boundary conditions (the first equation of (2.5)), the approximate values (un+1, hn+1) at
x=0 can be totally determined.

For x= L, we have similarly
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1,M+1−αn

1,M+1

∆t
+
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2
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∆x
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Since the value αn+1
1,M has been updated by solving the ordinary differential equation

(2.18), the boundary value αn+1
1,M+1 can be determined by (2.23). Combining with the pro-

posed boundary conditions (the second equation of (2.5)), the approximate values (un+1,
hn+1) at x=L can be totally determined. Then, the approximate values for barotropically
subcritical flows have been updated.

As for barotropically supercritical flows, two boundary conditions (2.4) are prescribed
at x = 0 and no boundary condition is prescribed at x = L. Therefore, the information
at x = 0 is known. For x = L, we can compute the variables u and h by solving (2.21)
numerically. That is, we have
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along with (2.23).
Since the values αn+1

1,M and βn+1
1,M have been updated by solving the ordinary differential

equation (2.18), the approximate values (un+1, hn+1) can be determined and then the
approximate values for the barotropically supercritical flow are fully computed.

To completely determine the approximate values Uj for all j, we need to update simi-

larly the boundary values vn+1 and hn+1
1 at x=0 and x= L.

Now, we describe how to update the boundary values for baroclinic flows. For baro-
clinically subcritical flows, one boundary condition is prescribed at x=0 and one bound-
ary condition is prescribed at x = L. This case is similar to the case of barotropically
subcritical flows. Therefore, we need more information to recover the variables v and h1.
Following (2.4), we find that the variables α2 and β2 satisfy
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Thus, we can recover the variables v and h1 by solving (2.25) numerically at the boundary.
Namely, we have at x=0
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1,1)

hn
1

−
1

hn
1

√

hn
1,1(h

n
1 −hn

1,1)(g′hn
1 −(vn

1 )
2)

)

βn+1
2,2 −βn+1

2,1

∆x
=0, (2.26)

and at x= L

αn+1
2,M+1−αn

2,M+1

∆t
+

(

un
M+1+

vn
M+1(h

n
M+1−2hn

1,M+1)

hn
M+1

+
1

hn
M+1

√

hn
1,M+1(h

n
M+1−hn

1,M+1)(g′hn
M+1−(vn

M+1)
2)

)

αn+1
2,M+1−αn+1

2,M

∆x
=0. (2.27)

Since the values βn+1
2,2 and αn+1

2,M have been updated by solving the ordinary differential

equation (2.18), the values βn+1
2,1 and αn+1

2,M+1 can be determined by (2.26) and (2.27). Then,

the approximate values (vn+1, hn+1
1 ) can be fully computed.

As for baroclinically supercritical flows, this case is similar to the case of the barotrop-
ically supercritical flows. Therefore, we need to numerically solve (2.25) at x=L. That is,
we have

βn+1
2,M+1−βn

2,M+1

∆t
+

(

un
M+1+

vn
M+1(h

n
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2)

)

βn+1
2,M+1−βn+1

2,M

∆x
=0, (2.28)
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along with (2.27).
Similarly, the values αn+1

2,M and βn+1
2,M have been updated by solving the ordinary differ-

ential equation (2.18) and then the approximate boundary values (vn+1, hn+1
1 ) are deter-

mined. Finally, the approximate values (vn+1, hn+1
1 ) can be fully computed.

We refer the reader to the cited articles for more detailed information.

2.2 Numerical simulations

Now, we present several examples for which we tested the proposed boundary condi-
tions. In all cases, the gravitational constant is taken as g=9.812m/s2 , the reduced gravity
g′= 1m/s2, and the length of the physical domain is taken as L= 103 km. The Courant-
Friedrichs-Lewy (CFL) number is chosen satisfying the hyperbolic CFL condition.

Example One: small perturbation of a steady state flow

The first example is modified from an example in [2]. The bottom topography consists of
one hump,

B(x)=











δ

2
+

δ

2
cos
(π(x− L

2 )

κ

)

, if
∣

∣

∣x−
L

2

∣

∣

∣≤κ,

0, otherwise,

(2.29)

where δ controls the height of the hump, and κ measures the width of the hump. In
this example, we take the height of the hump δ= 5×103 m and the width of the hump
κ= L/10.

The initial data is the stationary solution with a small perturbation,

u(x,0)=u0, v(x,0)=v0,

h1(x,0)=h1,0−B(x), h(x,0)=

{

h0−B(x)+ǫh0, if κ≤ x≤2κ,
h0−B(x), otherwise.

Here u0=0 m/s,v0=0 m/s,h1,0=7000 m,h0=104 m and the nonzero constant parameter
ǫ which controls the amplitude of the perturbation is taken as ǫ= 0.2 or −0.2. This ex-
ample is the case of a barotropically and baroclinically subcritical flow. Thus, boundary
conditions (2.5) and (2.7) are applied.

Figs. 2 and 5 show the computed free surfaces h+B(x) and h1+B(x) at different times.
The computation time T is taken to be 72000 seconds. In all simulations the number of
grid points is taken as M= 400 and the number of time steps is N = 5×105. The results
are shown for different parameters ǫ=−0.2,0.2.

Figs. 3 and 6 show the time evolution of the kinetic energy for the lower layer and
the upper layer. Figs. 4 and 7 show the time evolution of the mass flux for the lower and
upper layers at the boundary point x=0 and L.

As shown in Figs. 2 and 5, the initial small perturbation produces two barotropic
(baroclinic) waves propagating at the characteristic speeds ±

√

gh(±
√

g′h1h2/h). The
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Figure 2: The height of the free surfaces h+B(x) and h1+B(x) at different times where ǫ=0.2. The dashed
line represents the height of the free surface h+B(x) (top of the higher layer of fluid) and the dashdot line
represents the height of the free surface h1+B(x) (top of the lower layer of fluid).
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Figure 3: The time evolution of the kinetic energy for the lower layer (on the left) and the upper layer (on the
right) where ǫ=0.2.
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Figure 4: The time evolution of the mass flux for the lower layer energy E1 (on the left) and the upper layer
energy E2 (on the right) at x=0 and L where ǫ=0.2.
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Figure 5: The height of the free surfaces h+B(x) and h1+B(x) at different times where ǫ=−0.2. The dashed
line represents the height of the free surface h+B(x) (top of the higher layer of fluid) and the dashdot line
represents the height of the free surface h1+B(x) (top of the lower layer of fluid).
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Figure 6: The time evolution of the kinetic energy for the lower layer (on the left) and the upper layer (on the
right) where ǫ=−0.2.
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Figure 7: The time evolution of the mass flux for the lower layer energy E1 (on the left) and the upper layer
energy E2 (on the right) at x=0 and L where ǫ=−0.2.

barotropic waves flow out of the domain freely. After approximately 3600 seconds, the
barotropic waves become stationary and then the remaining waves are baroclinic. Since
the speed of the baroclinic waves is smaller, the internal disturbance takes a longer time
to get out of the domain freely. Furthermore, as shown in Figs. 3, 4, 6 and 7, the mass flux
and energy in each layer are close to the steady state after all the perturbation waves get
out of the domain, indicating that the proposed boundary conditions are suitable.

Example Two: small global perturbation of the quasi-steady flow

In this example, we consider the quasi-steady flow in which the momentum uh is a
nonzero constant in the barotropic mode with a small global perturbation and choose
different values of u0 to perform the numerical simulations of the baroclinically subcriti-
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cal and supercritical flows, respectively. We begin with the following initial data:


































u(x,0)=
u0

1+ε

(

1+εcos
(2πmx

L

)

)

,

v(x,0)=v0,

h1(x,0)=h1,0−B(x),

h(x,0)=
h0

1+ε

(

1+εcos
(2πmx

L

)

)

,

(2.30)

where the parameter ε controls the magnitude of the perturbation and is taken as ε=0.1,
and m=20 is the frequency of the perturbed wave. Here we take

u0=10, or 60m/s, v0=0m/s, h1,0 =7000m and h0 =104m,

and the bottom B(x) is given by Eq. (2.29) with δ=4×103 m and κ= L/10.
When u0 is chosen as 10 (60) m/s, the flow is barotropically and baroclinically subcrit-

ical (barotropically subcritical and baroclinically supercritical), respectively. The bound-
ary conditions (2.5) and (2.7) (respectively (2.5) and (2.8)) are applied. The initial condi-
tion (2.30) and the given corresponding boundary conditions satisfy certain compatibility
conditions.

Fig. 8 shows the computed free surfaces h+B(x) and h1+B(x) at different times for
the case of the barotropically subcritical-baroclinically subcritical flow. The computation
time T is taken to be 72000 seconds. Fig. 11 shows the computed free surfaces h+B(x)
and h1+B(x) at different times for the case of the barotropically subcritical-baroclinically
supercritical flow. The computation time T is taken to be 72000 seconds. As Example
One, the time evolution of the kinetic energy for the lower layer and the upper layer is
plotted in Figs. 9 and 12 and the time evolution of the mass flux for the lower and upper
layers at the boundary point x=0 and L is presented in Figs. 10 and 13. In all simulations
the number of grid points is taken as M=400 and the number of time steps is N=5×105.

In Fig. 8, we observe that barotropic and baroclinic waves generated by small global
perturbations flow out of the domain freely. This result is similar to Example One.

In Fig. 11, the evolution of the flow is generated by a small global perturbation. The
barotropic waves have a quick response and then they move out of the domain freely.
Due to the presence of the hump, the baroclinic waves form a propagating shock on
the downwind side and take a smaller speed to travel. Moreover, both barotropic and
baroclinic waves move out of the domain freely.

All calculations shown in Figs. 9, 10, 12 and 13 confirm the suitability of the proposed
boundary conditions.

Example Three: barotropically supercritical flow

This problem is modified from [34] in which the authors studied the single-layer shallow
water equations. We start with the following initial data:

u(x,0)=u0, v(x,0)=v0, h1(x,0)=h1,0−B(x), h(x,0)=h0−B(x), (2.31)
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Figure 8: The height of the free surfaces h+B(x) and h1+B(x) at different times in the case of barotropically
and baroclinically subcritical flows. The dashed line represents the height of the free surface h+B(x) (top of
the higher layer of fluid) and the dashdot line represents the height of the free surface h1+B(x) (top of the
lower layer of fluid).
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Figure 9: The time evolution of the kinetic energy for the lower layer (on the left) and the upper layer (on the
right) in the case of barotropically and baroclinically subcritical flows.
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Figure 10: The time evolution of the mass flux for the lower layer energy E1 (on the left) and the upper layer
energy E2 (on the right) at x=0 and L in the case of barotropically and baroclinically subcritical flows.
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Figure 11: The height of the free surfaces h+B(x) and h1+B(x) at different times in the case of barotropically
subcritical and baroclinically supercritical flows. The dashed line represents the height of the free surface
h+B(x) (top of the higher layer of fluid) and the dashdot line represents the height of the free surface h1+B(x)
(top of the lower layer of fluid).
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Figure 12: The time evolution of the kinetic energy for the lower layer (on the left) and the upper layer (on the
right) in the case of barotropically subcritical and baroclinically supercritical flows.

0 1 2 3 4 5 6 7 8

x 10
4

3.9

4

4.1

4.2

4.3

4.4

4.5

4.6

4.7
x 10

5

time (seconds)

m
as

s 
flu

x

Time evolution of the lower layer mass flux at x=0 and L

 

 
x=0
x=L

0 1 2 3 4 5 6 7 8

x 10
4

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

2.1
x 10

5

time (seconds)

m
as

s 
flu

x

Time evolution of the upper layer mass flux at x=0 and L

 

 
x=0
x=L

Figure 13: The time evolution of the mass flux for the lower layer energy E1 (on the left) and the upper layer
energy E2 (on the right) at x=0 and L in the case of barotropically subcritical and baroclinically supercritical
flows.

where u0 = 450 m/s, v0 = 0 m/s, h1,0 = 3×103 m, h0 = 5×103 m, and B(x) is given by
(2.29) with δ = 103 m, and κ = L/10. Note that the chosen value u0 = 450 m/s is not a
realistic speed for flows on the Earth. We chose to keep the geometry unchanged by tak-
ing this large unrealistic speed u0=450m/s. As explained in [34], this flow produces the
same nondimensional flow as a realistic one. In this example, the boundary conditions
(2.6) and (2.8) are applied since a barotropically supercritical flow is also baroclinically
supercritical.

Fig. 14 shows the computed free surfaces h+B(x) and h1+B(x) at different times. The
computation time T is taken to be 4800 seconds. Fig. 15 shows the time evolution of the
kinetic energy for the lower layer and the upper layer. Fig. 16 shows the time evolution
of the mass flux for the lower and upper layers at the boundary point x=0 and L. In all
the simulations, the number of grid points is taken as M= 400 and the number of time
steps is N=5×105.
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Figure 14: The height of the free surfaces h+B(x) and h1+B(x) at different times in the case of barotropically
supercritical flows. The dashed line represents the height of the free surface h+B(x) (top of the higher layer of
fluid) and the dashdot line represents the height of the free surface h1+B(x) (top of the lower layer of fluid).
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Figure 15: The time evolution of the kinetic energy for the lower layer (on the left) and the upper layer (on the
right) in the case of barotropically supercritical flows.

In Fig. 14, we observe that the free surfaces h+B(x) and h1+B(x) of the steady state
produce a large elevation of the surface above the hump. Also, since the wave speed
dominates the gravity speed in this case, barotropic and baroclinic waves reach the steady
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Figure 16: The time evolution of the mass flux for the lower layer energy E1 (on the left) and the upper layer
energy E2 (on the right) at x=0 and L in the case of barotropically supercritical flows.

state at almost the same time and move out of the domain freely. Furthermore, as shown
in Figs. 15 and 16, the mass flux and energy in each layer are close to the steady state after
all the perturbation waves get out of the domain, indicating that the proposed boundary
conditions are suitable.

Example Four: testing in a nested environment

In this example, we intend to test our proposed boundary conditions in a nested envi-
ronment. Two different simulations are performed. An initial simulation is performed
on the larger domain Dl={0<x<L}. Using the data obtained from the initial simulation
as boundary conditions on the middle domain Dm ={L/3< x<2L/3}, we carry out the
second simulation on this interior domain. Then we compare these two results over the
middle domain.

The testing cases we choose are similar to those in Example One with flat bottoms
(B=0). In the simulation on the larger domain Dl, the initial conditions are given as

u(x,0)=u0, v(x,0)=v0,

h1(x,0)=h1,0, h(x,0)=

{

h0+ǫh0, if L−2κ≤ x≤ L−κ,
h0, otherwise.

Here u0 =0 m/s ,v0 =0 m/s ,h1,0 =7000 m ,h0 =104 m , the nonzero constant parameter
ǫ is taken as ǫ = 0.2 or −0.2 and κ = L/10. In the simulation, the boundary conditions
are chosen to satisfy (2.5) and (2.7). In this example, the length of the domain is taken
as L=3×103 km and the final time is taken as T=72000 seconds. In the simulation, the
number of grid points is taken as M=1200 and the number of time steps is N=5×105.

Next, we do simulations on the middle domain Dm of the larger domain Dl. The
boundary values are inferred from the previous simulation. More specifically, the chosen
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Figure 17: The actual value of the errors over the middle domain at different times for the height h in the case
of ǫ=0.2.

boundary conditions are given as follows:
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Figure 18: The actual value of the errors over the middle domain at different times for the height h1 in the case
of ǫ=0.2.

In the above, the superscript l denotes the previous simulation on the larger domain; the
superscript m denotes the simulation on the middle domain. In this simulation, we take
400 segments in the x-direction.

We compare these two distinct simulations namely the results of the simulations on
the larger domain Dl restricted to the middle domain and the results of the simulations
on the middle domain Dm in two different ways:

• Either we compute the relative errors in both L2 and the L∞ norms. The relative er-

rors are defined as
||hint−hext|Dm |Lp

|hext|Lp
where the superscript ext(int) denotes the numer-

ical approximation of the variables on the larger domain (on the middle domain),
respectively and p=2,∞.

• Or we plot the actual errors.

In Figs. 17-20, we plot the errors of the heights h and h1 over the middle domain at
certain times with different values ǫ=0.2 or −0.2.
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Figure 19: The actual value of the errors over the middle domain at different times for the height h in the case
of ǫ=−0.2.

In Figs. 21 and 22, we also plot the evolution of the relative errors for the functions h
and h1, in both the L2 and the L∞ norms with different values ǫ=0.2 or −0.2.

As shown in Figs. 21 and 22, we observe that the relative errors in both the L2 and the
L∞ norms are of magnitude O(10−2) or smaller, which indicates that the results on the
larger domain Dl and the results on the middle domain Dm match very well.

Remark 2.2. A noteworthy computational importance of this work, is that this is, to the
best of our knowledge, the only article in which the equations above are numerically
treated without any artificial viscosity. In related situation, in [25], the authors added lat-
eral viscosity terms in the momentum equations and performed numerical simulations
of both one- and two-layer shallow water models with the proposed nonlinear character-
istic open boundary conditions by using finite difference schemes. We do not introduce
numerical viscosity and our model is totally inviscid. Moreover, the treatment of the
boundary conditions in [25] is to update the values at the boundary by using some values
from previous time steps while we determine the values at the boundary by numerically
solving the equations satisfied by the introduced characteristic variables.
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Figure 20: The actual value of the errors over the middle domain at different times for the height h1 in the case
of ǫ=−0.2.

3 The Rossby equatorial soliton: shallow water equations in a

rectangle

The equations are slightly different than the usual shallow water equations because we
add the Coriolis force. Furthermore, we consider two different boundary conditions: the
Dirichlet boundary conditions and the transparent conditions. The test model considered
in the geophysical literature is described in details at this address:

http://marine.rutgers.edu/po/tests/rossby/index.html ,

and it corresponds to the Dirichlet boundary conditions.
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Figure 21: The evolution of the relative errors for the free surfaces h (on the top) and h1 (on the bottom) in
the case of ǫ=0.2 (L2 and L∞ norms).
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Figure 22: The evolution of the relative errors for the free surfaces h (on the top) and h1 (on the bottom) in

the case of ǫ=−0.2 (L2 and L∞ norms).
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We use a finite volume method to solve this system of equations, and to be specific
we use the central-upwind scheme; see [1].

The equations and all quantities being non-dimensional, we consider the flow in the
domain

M=(−24,24)×(−8,8),

over the interval of time 0< t<T. We have:


































∂h

∂t
+

∂uh

∂x
+

∂vh

∂y
=0,

∂uh

∂t
+

∂hu2

∂x
+

∂huv

∂y
+

g

2

∂h2

∂x
− f vh=0,

∂vh

∂t
+

∂huv

∂x
+

∂hv2

∂y
+

g

2

∂h2

∂y
+ f uh=0.

(3.1)

In (3.1), we have the following unknowns and constants:

• h is the fluid depth above the bottom which is supposed flat;

• u and v are the x and y components of the velocity;

• g denotes the gravity, in this case g=1;

• f is the Coriolis force, which is equal to f0+ f̄ y, in this case f0=0 and f̄ =1.

The initial data are the following:



































u(x,y,0)=φ(x)
(−9+6y2)

4
e−

y2

2 ,

v(x,y,0)=
∂φ(x)

∂x
(2y)e−

y2

2 ,

h(x,y,0)=φ(x)
(3+6y2)

4
e−

y2

2 +1,

(3.2)

with:

B=0.395, A=0.7771B2, φ(x)=Asech2Bx,

∂φ(x)

∂x
=−2Btanh(Bx)φ.

The Dirichlet boundary conditions read:

h∂M=1, u∂M=0, v∂M=0. (3.3)

The Neumann boundary conditions simply read:

∂h

∂n
=

∂u

∂n
=

∂v

∂n
=0, on ∂M. (3.4)
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For the transparent boundary conditions we have two different sets of boundary con-
ditions, one boundary condition for the North and East boundaries and two boundary
conditions for the West and South boundaries. These boundary conditions are not ap-
plied on the unknowns h, u, v but, as in the 1D case, on suitable combinations defined as
follows:

West, East



















αWE=
u

2
−
√

gh,

βWE=v,

γWE=
u

2
+
√

gh,

North, South



















αNS =
v

2
−
√

gh,

βNS =u,

γNS =
v

2
+
√

gh.

(3.5)

With these variables the transparent boundary conditions that we propose are, for
the North and East boundaries, Dirichlet boundary conditions for αNS and αWE. These
conditions hence read:

• North boundary:
αNS =αNS

∂M, (3.6)

• East boundary:
αWE=αWE

∂M, (3.7)

where αWE
∂M= u∂M/2−

√

gh∂M, αNS
∂M= v∂M/2−

√

gh∂M and h∂M, u∂M, v∂M are defined
in (3.3).

For the West and South boundaries we use a Dirichlet boundary condition for αNS,
αWE, βNS and βWE. Hence:

• West boundary:
{

βWE=βWE
∂M,

γWE=γWE
∂M,

(3.8)

• South boundary:
{

βNS =βNS
∂M,

γNS=γNS
∂M,

(3.9)

where γWE
∂M=u∂M/2+

√

gh∂M , γNS
∂M=v∂M/2+

√

gh∂M , βNS
∂M=u∂M, βWE

∂M=v∂M and h∂M,
u∂M and v∂M are defined in (3.3). Once we know α, β and γ on the boundary (or on a
fictitious cell) we can then find the values of our unknowns h, u, v by inverting the system
(3.5).

Besides these boundary conditions which are based on an ongoing theoretical work
using the Kreiss-Lopatinsky condition [15], our numerical code remains underdetermined,
and we resolved this difficulty by imposing the same boundary values at two contigu-
ous boundary points which amounts to imposing a Neumann boundary condition; this
was done for β and γ on the north and east boundaries, and for α on the west and south
boundaries.
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3.1 Numerical procedure

Before explaining how we incorporate these boundary conditions we explain our numer-
ical scheme. We first rewrite the system in the conservative form which reads

∂Q

∂t
+

∂F(Q)

∂x
+

∂G(Q)

∂y
=S, (3.10)

where U=uh, V=vh and

Q=





h
U
V



, F(Q)=







U
U2

h + gh2

2
UV

h






, G(Q)=







V
UV

h

V2

h + gh2

2






. (3.11)

The discretization of the domain M is done using rectangular finite volumes Km =
[xm/w,xm/e]×[ym/s,ym/n] of centers (xm,ym), and of size ∆x×∆y, where Nx, Ny are two
integers such that Nx∆x= Lx and Ny∆y= Ly.

The unknowns will be approximations of the cell averages:

Qm(t)=
1

∆x∆y

∫

Km

Q(t,x,y)dxdy,

where Qm(t)=(hm(t),Um(t),Vm(t))T.
In order to obtain the discretized equations, we integrate the system (3.10) on each

cell Km and we divide by its area ∆x∆y; we find

d

dt
Qm(t)=−

Hx
m/e(t)−Hx

w/m(t)

∆x
−

H
y
m/n(t)−H

y
s/m(t)

∆y
. (3.12)

The fluxes Hx
m/e(t) and H

y
m/n(t) are respectively the east flux (along the x-axis) and the

north flux (along the y-axis) on the edges between Km and Ke, and between Km and Kn,
see Fig. 23. The other fluxes are defined similarly.

We write one of the fluxes explicitly:

Hx
m/e(t)=

1

∆x

∫

Γm/e

F(Q(t,x,y))dy.

The approximation of the fluxes is done using a semi-discrete central-upwind scheme
(as in [18, 19]); that is

Hx
m/e

∼=
a+m/eF(QE

m)−a−m/eF(QW
e )

a+m/e−a−m/e

+
a+m/ea

−
m/e(Q

W
e −QE

m)

a+m/e−a−m/e

, (3.13)

H
y
m/n

∼=
b+m/nG(QN

m)−b−m/nG(QS
n)

b+m/n−b−m/n

+
b+m/nb−m/n(Q

S
n−QN

m)

b+m/n−b−m/n

, (3.14)
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Figure 23: The NSWE stencil.

with the following one-sided local speeds of propagation:

a+m/e =max

[

λmax

( ∂F

∂Q
(QW

e )
)

, λmax

( ∂F

∂Q
(QE

m)
)

, 0

]

, (3.15a)

b+m/n=max

[

λmax

( ∂G

∂Q
(QS

n)
)

, λmax

( ∂G

∂Q
(QN

m)
)

, 0

]

, (3.15b)

b−m/n=min

[

λmin

( ∂G

∂Q
(QS

n)
)

, λmin

( ∂G

∂Q
(QN

m)
)

, 0

]

. (3.15c)

Here λmax(
∂F
∂Q (Q̃)) and λmin(

∂F
∂Q (Q̃)) (resp. λmax(

∂G
∂Q (Q̃)) and λmin(

∂G
∂Q (W̃))) are respec-

tively the largest and the smallest eigenvalues of the Jacobian matrix of F, ∂F
∂Q (resp. of G,

∂G
∂Q ) at the point Q̃.

To compute the values QE
m, QW

m , QN
m , QS

m we use a non-oscillatory linear polynomial
to evaluate the value of Q at these points:

QE
m = pm(t,xm/e,ym), QW

m = pm(t,xm/w,ym),

QN
m = pm(t,xm,ym/n), QS

m = pm(t,xm,ym/s),

where pm(t,xm,ym)=Qm(t)+sx
m(t)(x−xm)+s

y
m(t)(y−ym).

The same method is used for the reconstruction on the cells Ke, Kw, Kn and Ks. For
the polynomial of reconstruction we use a minmod (see (2.15)) slope in order to obtain a
second order scheme. The slopes are the following:

sx
m(t)=minmod

(

θ
Qm(t)−Qw(t)

∆x
;

Qe(t)−Qw(t)

2∆x
; θ

Qe(t)−Qm(t)

∆x

)

, (3.16a)

s
y
m(t)=minmod

(

θ
Qm(t)−Qs(t)

∆y
;

Qn(t)−Qs(t)

2∆y
; θ

Qn(t)−Qm(t)

∆y

)

, (3.16b)

where θ∈ [1,2].
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The parameter θ∈ [1,2] is chosen in an empirical optimal way in order to obtain good
results; we usually take θ to be equal to 1.6.

The definitions above of the fluxes are valid for the volumes inside M. For the cells at
the boundary of our mesh, we create fictitious cells in the case of Neumann and transpar-
ent boundary conditions. With the Neumann boundary conditions the value outside the
domain the same as the one inside the domain, as for transparent boundary conditions
the value of h, U and V are computed using the unknowns α, β, γ.

In the case of the Dirichlet boundary conditions we have

• If ”n” does not exist:

H
y
m/n=G(QN

∂M);

• If ”s” does not exist:

H
y
s/m=G(QS

∂M);

• If ”e” does not exist:

Hx
m/e=F(QE

∂M);

• If ”w” does not exist:

Hx
w/m=F(QW

∂M),

with

hN
∂M=hS

∂M=hE
∂M=hW

∂M=h∂M=1,

UN
∂M=US

∂M=UE
∂M=UW

∂M=U∂M=0,

VN
∂M=VS

∂M=VE
∂M=VW

∂M=V∂M=0.

The space scheme being now defined, we introduce our time scheme namely, a fourth
order Runge-Kutta method. Let T>0 be fixed; denote the time step by ∆t=T/Nit , where
Nit is an integer representing the total number of time iterations; for n = 0,··· ,Nit we
define Qn as the approximate value of Q at time tn =n∆t.

We rewrite (3.12) as
d

dt
Qm =R(Qm(t),t),

and the Runge-Kutta scheme of order 4 reads:



































kn
1,m =R(Qn

m,tn),

kn
2,m =R(Qn

m+
∆t
2 kn

1,m,tn+
∆t
2 ),

kn
3,m =R(Qn

m+
∆t
2 kn

2,m,tn+
∆t
2 ),

kn
4,m =R(Qn

m+∆tkn
3,m,tn+∆t),

Qn+1
m =Qn

m+
∆t
6 (k

n
1,m+2kn

2,m+2kn
3,m+kn

4,m).

(3.17)
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3.2 Numerical results

Since the soliton travels from the West to the East, we only apply the Neumann or trans-
parent boundary conditions on the West and East boundaries. We always use the Dirich-
let boundary conditions on the North and South boundaries. There is no activity on the
North and South boundaries therefore the conditions on these boundary do not affect the
computation. Below we say Neumann boundary conditions when we apply Neumann
on the West and East boundaries and Dirichlet on the North and South boundaries; we
say transparent boundary conditions when we apply the transparent conditions on the
West and East boundaries and Dirichlet on the North and South boundaries.

The results of the numerical simulations are displayed in Figs. 24, 25 and 26 for the
Neumann boundary conditions in the left columns, and for the transparent conditions

Figure 24: Evolution of the Rossby soliton at the indicated times (20, 23.5, 41.65). Left column: Neumann
boundary condition; right column: transparent boundary condition.



A. Bousquet et al. / Commun. Comput. Phys., 14 (2013), pp. 664-702 695

Figure 25: Evolution of the Rossby soliton at the indicated times (55.5, 60, 64.7). Left column: Neumann
boundary condition; right column: transparent boundary condition.

in the right columns. As expected, the behavior of the soliton is essentially the same in
both cases until the soliton reaches the boundary at time t=41.65. Then the behaviors are
different with a reflection of the waves appearing at both the left and right boundaries
(x =±24) for the Neumann boundary condition. Note, at time t= 64.69, the important
reflected wave on the left while in the right column the soliton leaves the domain with-
out reflexion at all. On the contrary, in the right column the soliton continues to leave
smoothly the domain until it has completely disappeared at time t=300. Eventually the
soliton leaves the domain in the case of Neumann boundary conditions, at a time slightly
higher than with transparent boundary conditions.

Fig. 27 shows that after t ≃ 65, the calculations with the Dirichlet condition are not
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Figure 26: Evolution of the Rossby soliton at the indicated times (80, 200, 300). Left column: Neumann
boundary condition; right column: transparent boundary condition.

valid anymore, giving an indication that the solution blows up, and that the shallow
water equations are not well posed with the Dirichlet boundary conditions (3.3).

We also verify our boundary conditions with a soliton coming in our domain from the
west. We first did a computation on a larger domain in x, (x,y)∈ (−72,72)×(−8,8), and
we saved the values. From these values we computed the boundary values of α, β, γ on
the smaller domain (x,y)∈ (−24,24)×(−8,8), with the same mesh as the larger domain.
The boundary conditions for α, β, γ are the same as described before, it is just the values
of h, u and v that differ. Fig. 28 shows our results, we can see that the soliton comes in
nicely and exits the same way as in our previous computations. We can remark that the
soliton is more stretched but this comes from the fact that our domain for the initial data
and boundary values for the soliton was three times larger in x.
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Figure 27: Evolution of the Rossby soliton at the indicated times (20, 23.5, 41.65, 55.5, 60, 64.7), with the
Dirichlet boundary conditions.

Finally we compare the values on the smaller domain −24<x<24, that we obtain from
these two different calculations: calculation on the larger domain −72<x<72 (considered
as the reference calculation), restricted to −24< x< 24, and the calculation on the small
domain −24< x< 24 using the boundary values from the large domain calculation and
the boundary condition previously described. Fig. 29 shows that the corresponding error
is of order 10−3∼10−4.

Fig. 30 shows the energy computed with the Dirichlet boundary conditions, on the
left, and with the transparent boundary conditions on the right. In the case of the Dirich-
let boundary conditions the energy blows up as soon as the soliton hits the west bound-
ary. As for the transparent boundary conditions, the energy stays relatively constant,
which is expected. Fig. 31 shows the fluxes on each of the four boundaries of the domain
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Figure 28: Evolution of the Rossby soliton at the indicated times, using the values for the boundary conditions
and initial data from a computation on a larger domain in x, x ∈ (−72,72) (using the transparent boundary
conditions on the smaller domain).

that are computed in the case of transparent boundary conditions. All calculations con-
firm, in the transparent case, that the flow tends to a stationary solution with no boundary
fluxes.
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Figure 29: The surface error between the computation on the smaller domain, (x,y)∈ (−24,24)×(−8,8), and
that on the larger domain (x,y)∈ (−72,72)×(−8,8).
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Figure 30: On the left the energy of the soliton with Dirichlet boundary conditions and on the right the energy
of the soliton with transparent boundary conditions. Note the blow up with the Dirichlet boundary conditions.
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Figure 31: On the left the fluxes on the west and east boundaries and on the right the fluxes on the south and
north boundaries, using transparent boundary conditions.

Remark 3.1. As in Remark 2.2, we observe that, to the best of our knowledge, this is the
only article treating a 2 D shallow water model without any artificial numerical viscosity;
e.g. in the related article [22], the authors propose and implement a sponge method
which consists in adding some artificial viscosity near the boundary.

4 Conclusion

New boundary conditions have been proposed for the inviscid shallow water equations
in space dimension one and two. Fully (in 1D) or partly (in 2D) supported by theoret-
ical studies, these boundary conditions are shown to be ”transparent”, to some extent
(to the precision of the figures), in our numerical simulations, that is they let the waves
move freely in and out of the domain. The numerical tests include two layers of fluid
in space dimension one and one layer of fluid in space dimension two in a rectangle, a
case related to the classical equatorial Rossby soliton. Without any attempt at systematic
comparison with other open boundary conditions, it is observed that the classical equato-
rial Rossby soliton with Dirichlet or Neumann boundary conditions leads to undesirable
reflexions when the soliton reaches the boundary, and eventually to numerical blow-up
in the case of the Dirichlet condition. In the case of the Neumann boundary condition,
substantial reflexions occur at the boundary but the calculation does not blow up and the
soliton eventually leaves the domain. Finally for the proposed boundary conditions the
soliton moves freely in and out of the domain. On the purely computational side, the
algorithms that we developed and implemented are purely inviscid, whereas all related
earlier works that we are aware of introduced some sort of viscosity.
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