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Abstract. This paper is the second part of a two part sequence on multiphysics al-
gorithms and software. The first [1] focused on the algorithms; this part treats the
multiphysics software framework and applications based on it. Tight coupling is typ-
ically designed into the analysis application at inception, as such an application is
strongly tied to a composite nonlinear solver that arrives at the final solution by treat-
ing all equations simultaneously. The application must also take care to minimize both
time and space error between the physics, particularly if more than one mesh repre-
sentation is needed in the solution process. This paper presents an application frame-
work that was specifically designed to support tightly coupled multiphysics analysis.
The Multiphysics Object Oriented Simulation Environment (MOOSE) is based on the
Jacobian-free Newton-Krylov (JFNK) method combined with physics-based precondi-
tioning to provide the underlying mathematical structure for applications. The report
concludes with the presentation of a host of nuclear, energy, and environmental appli-
cations that demonstrate the efficacy of the approach and the utility of a well-designed
multiphysics framework.
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1 Introduction

This paper describes an evolving software framework MOOSE [2] which utilizes the al-
gorithmic framework presented in Part I [1] to enable rapid development of multiphysics
engineering analysis tools. Further, it presents several applications based on the MOOSE
framework that support high fidelity analysis of various nuclear, energy, and environ-
mental problems.

BISON [3] is a nuclear fuel performance code that is designed to analyze how fuel
behaves within a nuclear reactor. It is a fully coupled multiphysics application that
combines thermomechanics of the fuel and protective cladding material with special-
ized models that describe how the fuel (and cladding) ages as it is subjected to thermal
stresses and irradiation. This fuel performance application is particularly interesting in
that it is also a fully coupled multiscale application. This analysis capability employs a
separate calculation at a much lower length scale (the mesoscale) that computes how the
fuel material behaves under irradiation conditions, and how the thermal conductivity,
stress, and strain behaves at this scale. This information is then bridged up to the BISON
finite element code to describe the bulk fuel behavior. The model is strongly coupled in
that the thermal profile of the fuel (calculated at the large scale) affects the susceptibility
of the fuel material to irradiation processes.

PRONGHORN [4] is a reactor core simulator for Pebble-Bed Reactors (PBRs) that
models neutronics, fluid dynamics, and heat conduction within the solid components of
the reactor. It is also a fully coupled application that examines the dynamics of these
three coupled effects in reactor geometry.

FALCON is under development to support the analysis of geothermal reservoirs and
geothermal systems, and considers multiphase fluid flow, energy transport, and defor-
mation of the subsurface in such systems. RAT is also a subsurface analysis code de-
signed to simulate single phase flow and reactive geochemistry. Both of these applica-
tions are designed for fully coupled simulation and use the MOOSE framework.

This part begins with a description of the MOOSE framework.

2 Software and results

2.1 MOOSE

The Multiphysics Object Oriented Simulation Environment is a computational frame-
work created at the Idaho National Laboratory to enable rapid development of new sci-
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entific simulation capabilities [2]. MOOSE was developed specifically for tackling the
strongly coupled multiphysics problems that are prevalent in nuclear engineering and
has since been utilized in many other fields. The core solution algorithm in MOOSE is
the preconditioned Jacobian-free Newton Krylov method (JFNK), that typically provides
rapid nonlinear convergence for a fully coupled set of partial-differential equations. Use
of this algorithm has allowed for the development of a robust and extensible architec-
ture that supports the construction of complex simulation tools in a fraction of the time
previously thought necessary.

MOOSE was created as a framework for the rapid development of parallel engineer-
ing analysis tools. It was developed using modern software engineering principles and
practices, and had to provide compelling capabilities in a manner that lowered the main-
tenance and update costs for applications developed using it. To support these require-
ments, MOOSE is a fully object-oriented library, with each portion of functionality de-
coupled from all others. This isolation of capability into well defined modules allows
for both the framework and applications based on it to grow without the cost usually
associated with large scientific software engineering endeavors.

Multiphysics analysis usually involves problems with a large number of degrees of
freedom (DOFs), therefore solution strategies using parallel programming paradigms are
often necessary. MOOSE incorporates multiple parallel solution capabilities including
both Message Passing Interface (MPI) and threading using the Intel Threading Building
Blocks (TBB). Having multiple parallel options allows MOOSE based applications to run
efficiently on multicore workstations, laptops and supercomputers. The functionality
that implements parallel execution is fully hidden from application developers, enabling
the scientists and engineers developing applications to focus on the problem they wish to
solve instead of parallel programming practices. Further, having all of the parallel func-
tionality within the framework also enables advanced research into parallel program-
ming capabilities by the framework developers, without disrupting the applications.

MOOSE has been developed using a multilayer model. It uses several open-source
libraries from selected universities and national laboratories. In particular, the libMesh
finite-element framework developed by the CFDLab at the University of Texas in Austin
provides the core set of parallel finite-element capability [5]. Coupled with linear and
nonlinear solvers from both the PETSc [6] and Trilinos [7] projects along with other pack-
ages such as Hypre [8], MOOSE provides a modular, structured interface to significant
parallel computational capability.

MOOSE utilizes a semidiscrete method where the problem is discretized spatially us-
ing the finite element method and temporally using traditional finite difference methods.
The finite element discretization can be realized in MOOSE via first and second order
Lagrange, arbitrary order C0 hierarchic, C1 continuous and discontinuous finite element
families. Element types consist of the standard geometric types: triangles, quadrilater-
als, tetrahedrals, hexahedrals, prisms and pyramids. Specific details for finite element
methods can be found in [9] and [10]. Time integration methods include implicit Euler,
Crank-Nicolson and second order backward difference [11].
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Accuracy and cost of the simulation are determined by mesh size. Regions with dis-
continuities, shocks, steep gradients and variation in spatial scale require greater mesh
resolution. MOOSE utilizes h mesh adaptivity (cell refinement) [12] and [13]. Mesh
adaptivity is typically driven by some local estimation of error, the mesh is enriched
where the local estimated error is high and coarsened where the local estimated er-
ror is low. MOOSE utilizes a gradient jump error indicator that is derived from [14].
MOOSE includes the capability for physics independent and physics dependent error
estimation [15], where in a coupled problem different weights can be assigned to the er-
ror indicator of each variable. Similar to spatial adaptivity, MOOSE has the capability
for adaptive time step control, where the time step size is adjusted to control temporal
error [11].

The resulting nonlinear system of equations is solved using the preconditioned Jacobian-
free Newton-Krylov method described in Part I [1]. The examples in this paper utilize
first order Lagrange finite element spatial discretization, implicit Euler temporal dis-
cretization and h adaptivity based on the gradient jump estimator.

The modular, interchangeable interfaces defined in MOOSE allow scientific simula-
tion tools to be developed using fewer lines of code as compared to other strategies.
Many applications (including those discussed below) can be developed with fewer than
1,000 lines of code. Those 1,000 lines enable parallel solution of multidimensional, fully-
coupled systems of partial differential equations. This ability to keep the number of lines
of code to a minimum creates an environment where scientists and engineers can focus
on the physics they are interested in without the overhead typically associated with the
use of advanced parallel solution capabilities.

2.2 BISON

BISON [3], is a macroscale nuclear reactor fuel performance code developed using MOOSE.
It is designed for fully-coupled multidimensional steady and transient analysis based
upon a thermomechanical physics core. This discussion summarizes the current status
of BISON and demonstrates the code’s capability and performance when applied to the
analysis of both light water reactor fuel and TRISO fuel particles.

2.2.1 Governing equations

The BISON governing relations currently consist of fully-coupled partial differential equa-
tions for energy, species, and momentum conservation. The energy balance is given in
terms of the heat conduction equation

ρCp
∂T

∂t
+∇·q−e f Ḟ=0, (2.1)

where T, ρ and Cp are the temperature, density and specific heat, respectively, e f is the

energy released in a single fission event, and Ḟ is the volumetric fission rate. Ḟ can be pre-
scribed as a function of time and space, or input from a separate neutronics calculation.
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The heat flux is given as
q=−k∇T, (2.2)

where k denotes the thermal conductivity of the material.
Species conservation is given by

∂C

∂t
+∇·J+λC−S=0, (2.3)

where C, λ, and S are the concentration, radioactive decay constant, and source rate of a
given species, respectively. The mass flux J is specified as

J=−D∇C, (2.4)

where D is the diffusion coefficient; this definition has been used to simulate fission prod-
uct transport within the fuel. Also implemented in BISON is a hyperstoichiometric model
for oxygen diffusion in UO2 fuel as described in [3]. In this case J denotes the oxygen flux
in the hyperstoichiometric regime with,

J=−D

(

∇C−
CQ∗

FRT2
∇T

)

, (2.5)

where D is diffusivity, F is the thermodynamic factor of oxygen, Q∗ is the heat of trans-
port of oxygen, and R is the universal gas constant.

Momentum conservation is prescribed assuming static equilibrium at each time in-
crement using Cauchy’s equation,

∇·T+ρ f =0, (2.6)

where T is the Cauchy stress tensor and f is the body force per unit mass (e.g., gravity).
The displacement field u(x,t), which is the primary solution variable, is connected to the
stress field via the strain, through a constitutive relation. In the current BISON configura-
tion, small-deformation is assumed with the strain a rank-two tensor whose components
are

eij =
1

2
(ui,j+uj,i). (2.7)

2.2.2 Constitutive relations

Focusing initially on UO2 fuel, constitutive models have been developed and tested to
describe temperature and burnup dependent thermal properties, diffusion coefficients,
elasticity, fission product swelling, densification, and fission gas release.

The temperature-dependent thermal conductivity of unirradiated UO2 is defined us-
ing an empirical equation suggested by Fink [16]. This relationship is then modified to
account for the effects of irradiation and porosity using a series of multipliers, as outlined
in detail by Lucuta et al. [17].
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Diffusion coefficients for fission products are strongly temperature dependent and
defined using an Arrhenius form [18]

D(T)=∑
i

D0,iexp

(

−Qi

RT

)

, (2.8)

where D0 is a pre-exponential factor and Q is the activation energy.
Linear thermoelastic material response is prescribed using the generalized Hooke’s

law
Tij = cijklekl−αij(T−T0), (2.9)

where cijkl are the elastic modulus and αij the thermal expansion tensors, respectively. For
isotropic behavior, this relation can be defined in terms of two elastic constants (typically
Young’s modulus and the Poisson’s ratio) and the linear coefficient of thermal expansion.
Swelling as a result of both solid and gaseous fission products is included using the em-
pirical relations from MATPRO [19]. Densification of initial fuel porosity is computed
using the ESCORE empirical model [20].

Fission gas release is computed using the Forsberg-Massih [21] analytical model,
which is based on diffusion of fission gas atoms within an assumed spherical fuel grain.
This model incorporates a two-stage approach to predict gas release. The first stage sim-
ply computes gas diffusion to the grain boundary which, for the BISON implementation,
is governed by the three term Turnbull diffusion coefficient [22]. The second stage uti-
lizes time-dependent boundary conditions to determine grain boundary gas accumula-
tion, resolution, saturation, and release parameters. Release from the grain boundaries is
controlled using a grain boundary saturation criterion.

2.2.3 Applications

In an early LWR application, BISON was used to simulate thermomechanics and oxy-
gen diffusion in a single fuel pellet [3]. It was demonstrated that fully-coupled three di-
mensional fuel performance solutions were quite plausible and efficient using the JFNK
approach.

In a more recent LWR application, the thermomechanical behavior of a partial fuel
rod was considered. The rod included 100 discrete fuel pellets and associated cladding,
all in three dimensions. Because contact capabilities are not fully implemented, the pellet-
clad gap was meshed in this demonstration problem. The problem was simulated using
hundreds of processors, demonstrating the powerful parallel computing ability of the
MOOSE framework.

Fig. 1 shows results from this simulation. The top figure is a perspective view of
the rod, with colors corresponding to axial displacement of the pellets. The lower left
figure shows the magnified radial displacement at the outer surface of the cladding. Note
the ridged, “bamboo” appearance of the rod, which results from cladding coming into
contact with the fuel pellets that have deformed into an hourglass shape due to thermal
expansion. The lower center figure shows the computed temperature profile across the
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fuel rod. Note that fuel centerline temperatures are rather low in this demonstration
calculation simply because a low fission rate was specified. The lower right figure shows
the radial displacement of the fuel rod components viewed on a cross section through the
center of the rod.

BISON was the first MOOSE-based application built; development started on it in
May 2008. Major development activities continue with the addition of a general plas-
ticity model that describes the zircalloy metal cladding (Zr-4), a model for radiation-
induced creep, and general damage. Secondly, a sophisticated pellet cladding interaction
(PCI) model is under development that will be able to predict the correct displacements,
stresses, and strains at the pellet cladding interface given the relative displacements of
a given location on a pellet with respect to the cladding. This model is challenging due
to the desire to robustly accommodate large displacement scenarios (recall that implicit
time integration is employed in BISON), and during parallel execution. Further, me-
chanics to describe the thermal stress induced fracturing of the UO2 pellets will soon be
implemented in BISON; the contact method must properly treat the complex multiple
surface topologies that will be present. The initial thermal implementation is discussed
in [23], an outline of the coupling of the thermal and mechanical physics as well as the
JFNK nonlinear solver is developed in [24].

BISON has also been applied to TRISO-coated fuel particles (the fuel form used in
high temperature gas-cooled reactors) by investigating coupled heat transfer and fission
product transport for a variety of fuel particle configurations [25]. For this study, the
above equation set is simplified to include only (2.1)-(2.4) and (2.8). The particular case
described here considers cesium transport from a failed particle.

The geometry, mesh, materials, and boundary conditions for the calculation are shown
in Fig. 2(a). The particle outside diameter is 0.855 mm. Eighth symmetry was achieved by
setting the heat and mass flux to zero on the three symmetry planes. Cesium is uniformly
generated in the UO2 fuel based on an assumed constant particle power of 50 mW. Since
the SiC layer represents the main impediment to cesium release from the particle, sim-
ple flaws were created by modifying the material properties of groups of finite elements
through this layer. Simulations were performed for four different geometries by first con-
sidering a single flaw (flaw 1 in Fig. 2(a)) and then successively adding the second, third,
and fourth flaws identified in the figure. Note that the initial mesh is rather coarse in the
vicinity of the flaws, thus the powerful adaptive mesh refinement capability in MOOSE
was employed. Mesh refinement was driven by estimated error in the gradient jump of
cesium concentration.

Fig. 2(b) shows the computed cesium concentration contours for the four-flaw geom-
etry after approximately 510 days of irradiation. The local “venting” of cesium through
the flaws is evident. Note that the mesh is significantly refined to resolve the concentra-
tion gradients in the vicinity of the flaws and the IPyC/SiC interface, with limited or no
refinement throughout the rest of the domain.

Fig. 3 shows the effect of the SiC flaws by comparing the predicted fractional release
(cesium released/cesium produced) for an undamaged particle and the four flawed ge-
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Figure 1: Panel of results from a 100 pellet fuel rod simulation. The upper figure shows a perspective view
of the rod, with colors corresponding to axial displacement of the pellets. The lower left figure shows the
magnified radial displacement of the outer surface of the cladding, showing the displacement imparted by the
pellets into the cladding. The lower center figure shows the temperature profile across the fuel rod, and the
lower right figure the radial displacement viewed on a cross section through the center of the rod. Simulation
was performed in April 2010.

UO2 buffer IPyC SiC OPyC

flaw 1

T(t) = 1500 K

C(t) = 0

flaw 2

flaw 4

flaw 3

(a) Flawed particle geometry. (b) Computed cesium concentration.

Figure 2: Figure (a) shows the geometry, mesh, materials, and boundary conditions for the flawed particle
calculation. IPyC and OPyC refer to the inner and outer pyrolytic carbon layers, respectively, in the particle.
Figure (b) shows the computed cesium concentration (µ· mol/mm3) for the four-flaw geometry after 510 days
of irradiation.
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Figure 3: Comparison of the cesium fraction release histories for an undamaged particle and the four SiC flaw
geometries.
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ometries. Even a single flaw results in significant cesium release early in fuel life, with
the four-flaw simulation predicting over 10% release by the end of fuel life.

2.3 Scale bridging

The performance of fuel within a reactor is largely dependent on microstructural changes
that occur due to radiation damage. These changes include pore nucleation, growth and
migration, grain growth, and fission gas segregation. The radiation-induced microstruc-
tural evolution impacts basic material properties such as thermal conductivity, density
and the elastic constants. While the effect of radiation on basic properties are typically
considered in fuel performance codes using empirical fits of experimental data [26], this
approach can interpolate within understood conditions but not accurately extrapolate to
new conditions. A phenomenological model of reactor fuel must directly consider mi-
crostructural changes to accurately describe the macroscale behavior.

Various models have been developed that predict radiation-induced microstructural
evolution. These models represent the microstructure at the mesoscale, resolving grains,
voids and bubbles but not individual atoms nor point defects. [27] and [28] use the Monte
Carlo Potts model to describe the evolution of microstructure with existing voids and
bubbles. [29] develop a phase field model to predict the nucleation and growth of voids
during irradiation. Mesoscale models also provide a mechanism for predicting the effect
of irradiation on material properties such as thermal conductivity [30]. However, the
computational expense of employing a mesoscale approach to model a macroscale fuel
pellet is prohibitively large, due to the large number of degrees of freedom involved.

The effect of radiation-induced microstructural evolution can be considered at the
macroscale by coupling mesoscale calculations to a finite element (FE) fuel performance
code, such as BISON. Two basic approaches exist for multiscale coupling. In hierarchical
coupling, mesoscale simulations are conducted to determine constitutive relationships
describing the effect of radiation on bulk material properties. These relationships are then
included in the fuel performance code. In concurrent coupling, mesoscale simulations
are directly coupled to the macroscale code at every integration point and at every time
step. Concurrent coupling is significantly more computationally expensive than hierar-
chical coupling, but it provides direct access to microstructural information throughout
the macroscale, can account for complex operating conditions, and can capture history
dependence of the microstructural evolution. Primarily, hierarchical coupling is ideal
for large macroscale simulations while concurrent coupling is appropriate for smaller
macroscale problems that required a large degree of detail and accuracy. Because it is
computationally more complex, we have focused our initial efforts on concurrent cou-
pling.

2.3.1 Concurrent coupling

We have developed a general methodology to couple a mesoscale microstructure model
to a macroscale fuel performance code. The algorithm is summarized here, though it
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is discussed in more detail in [31]. In the algorithm, a fuel pellet is represented with a
macroscale FE model. At each time step, the JFNK algorithm is used to solve the non-
linear system. During the nonlinear convergence process, the mesoscale model evolves
the microstructure at the current conditions at each integration point and determines ef-
fective material parameter values pe. These parameters are fit with a polynomial sur-
face, which provides the parameter values pe

fit to the FE model. This process is re-
peated, providing more calculated values to improve the fit, until the solution converges.
The evolved mesoscale microstructure at each integration point becomes the initial mi-
crostructure at the next time step. See Fig. 4 for a schematic of the proposed multiscale
methodology.

To demonstrate this multiscale approach, a simplified multiscale model of an irradi-
ated fuel pellet is presented. The dished pellet has a diameter of 8.26 mm and a height
of 6.75 mm. In the simple model, the steady-state temperature profile is determined in
the fuel pellet using BISON for a single nonlinear solution. At each integration point,
the mesoscale phase field model from [29] evolves the microstructure at the current inte-
gration point temperature and calculates the effective thermal conductivity. This value is
then used by the FE model to determine the temperature for the next nonlinear iteration.
Both the macroscale fuel pellet representation and the mesoscale model of the fuel ma-
terial are significant simplifications of actual fuel pellet behavior, as the purpose of this
preliminary work is to develop and demonstrate the multiscale methodology and not to
develop an accurate fuel model. This initial demonstration is described in more detail
in [31].

To investigate the numerical performance of the multiscale model, two simulations
are conducted, one to evaluate the nonlinear convergence and the other the parallel scal-
ability of the approach. The first simulation considers the pellet with a constant temper-
ature TC = 810 K on the outer circumference and a uniform applied heat source Q= 200
MW/m3. The pellet is discretized with 720 elements and the temperature distribution
throughout the pellet is calculated using the multiscale model. Fig. 5(a) shows the strong
nonlinear convergence obtained by the proposed multiscale JFNK approach on this repre-
sentative problem. To evaluate the parallel scalability of the basic scale-bridging method-
ology suggested here, the pellet is maintained at a constant temperature T = 810 K. For
this simulation, the pellet is discretized with 5760 elements and the mesoscale model is
evaluated once per integration point, as only one iteration is required. The “strong” par-
allel scalability is investigated, i.e., the problem size is unchanged while it is solved using
an increasing number of processors ranging from 3 to 1440. The method exhibits near
ideal scalability, as shown in Fig. 5(b). This result is not surprising, as each mesoscale
calculation is independent from the others and they run concurrently within each JFNK
function evaluation.

To investigate the physical behavior predicted by the mesoscale model, the fuel pellet
simulation used to investigate the nonlinear convergence is repeated, i.e., the temperature
profile is determined in a fuel pellet of height h=6.75 mm and diameter d=8.26 mm with
a constant temperature TC=810 K on the outer circumference and a uniform applied heat
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Figure 4: Schematic of the proposed multiscale methodology. At the current conditions, the mesoscale model
determines effective parameter values pe which are fit with a polynomial surface at each nonlinear iteration.
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source Q=200 MW/m3. The pellet is discretized with 720 elements. Fig. 6(a) shows both
the temperature profile within the fuel pellet and plots of the mesoscale vacancy concen-
tration at three radial positions within the pellet. From these results, it is evident that
the void formation has a strong radial dependence; at the pellet center, many large voids
surrounded by vacancy-depleted zones have formed; at mid-radius, a larger number of
small voids have formed; on the outer circumference, only a few small voids are present
(see [32] for experimental observations showing similar behavior). Thus, the multiscale
model explicitly determines the microstructure throughout the fuel pellet.

The radial variation in void formation results in radial variation in thermal conduc-
tivity and temperature. The effect of void formation on thermal conductivity and the
pellet temperature is demonstrated by comparing the results to an unirradiated pellet.
The values of the thermal conductivity and the temperature at various radii for the irra-
diated and the pure, unirradiated pellets are shown in Fig. 6(b). Due to large voids in the
center of the irradiated pellet, the thermal conductivity is significantly lower than that in
the pure pellet. On the cooler outer edge, where only a few small voids have formed, the
thermal conductivity is only slightly lower than that in the pure pellet. The low internal
thermal conductivity reduces the transfer of heat to the pellet surface, and therefore the
center temperature is 27 K hotter in the irradiated pellet than in the pure pellet. While
quite simple due to the elementary models employed at both scales, these results reflect
general behavior observed in fission reactors.

2.4 PRONGHORN

Pronghorn is a core simulator for Pebble-Bed Reactors (PBR), a type of Very High Tem-
perature gas-cooled Reactors (VHTR) and models three distinct physical phenomena in
a tightly coupled fashion: neutronics, fluid dynamics, and solid-state heat conduction.
Currently, all physical phenomena are simplified in some way, and they reside on the
same spatial mesh.

2.4.1 Governing equations

The following discussion summarizes the governing equations for this application. For a
more complete discussion of the code and description of the physical models, see [4].

2.4.1.1 Fluid medium The flow in a PBR is represented as a porous media flow model
as follows:

∂ǫρ f

∂t
+∇·ǫρ f~u=0, (2.10)

ǫ∇P−ǫρ f~g+Wρ f~u=0, (2.11)

∂

∂t

[

ǫρ f cp f Tf

]

+∇·(ǫρ f cp f~uTf )−∇·ǫκ f ∇Tf +α(Tf −Ts)=0, (2.12)
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where ρ, ~u, P, and T are density, velocity, pressure and temperature, respectively. Also,
ǫ, ~g, W, cp, κ, and α are the porosity, gravity, friction factor, heat capacity, thermal con-
ductivity and heat transfer coefficient. The subscripts, f and s, denote the fluid and solid
medium. To close the system, an equation of state for an ideal gas is used,

P=ρ f RTf , (2.13)

where R is the gas constant. (2.11) is solved for ρ f~u and then substituted into (2.10) to
form the pressure Poisson equation,

1

RTf

∂ǫP

∂t
−∇·

ǫ2

W
∇P+∇·

ǫ2ρ f~g

W
=0. (2.14)

The corresponding boundary conditions for the fluid medium are expressed as

P=P0, ∈ΓO,

~n·

[

−
ǫ

W
∇P+

ǫρ f~g

W

]

=~n·ρ~uin, ∈ΓI ,

~n·

[

−
ǫ

W
∇P+

ǫρ f~g

W

]

=0, ∈ΓW ,

(2.15)

and
Tf =T0, ∈ΓI ,

~n·
[

ǫκ f∇Tf

]

=0, ∈ΓW,O,
(2.16)

for the pressure and thermal energy equation, respectively. Here, ΓI , ΓO, and ΓW denote
inlet, outlet and solid wall boundaries. Material properties, such as thermal conductivity,
friction factor, and heat transfer coefficient, are computed using the KTA standard [33–
35].

2.4.1.2 Solid medium The solid medium is represented by the following heat conduc-
tion equation,

∂

∂t

[

(1−ǫ)ρscpsTs

]

−∇·κs,eff∇Ts+α(Ts−Tf )−Q=0,

Ts =T0, ∈ΓD,

~n·κs,eff∇Ts =0, ∈ΓA,

(2.17)

where κs,eff and Q are the effective thermal conductivity and heat source, respectively.
ΓD and ΓA denote Dirichlet and adiabatic boundaries. The effective thermal conductivity
is computed via the Zehner-Schlünder correlation discussed in [36], which can be repre-
sented as:

κs,eff=κr
s+κ

g
s +κc

s , (2.18)

where κr
s , κ

g
s , and κc

s are the effective conductivities due to radiation between pebbles,
conduction through gas media, and contact between pebbles, respectively. The detailed
correlations for the thermal conductivity can be found in [36].
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2.4.1.3 Neutronics The code employs a multigroup diffusion approximation for the
neutronics calculation,

1

vg

∂φg

∂t
−∇·Dg∇φg+ΣRgφg−(1−β)χg ∑

g′
νΣ f g′φg′

− ∑
g′,g′ 6=g

Σ
g′→g
s φg′−∑

k

λkCk=0, (2.19)

∂Ck

∂t
+λkCk−∑

g′
βk,g′νΣ f g′φg′ =0, (2.20)

where φ and C are the neutron flux and the delayed neutron precursor concentration. D,
ΣR, Σ f , and Σs are the diffusion coefficient and the removal, fission and scattering cross-
sections of prompt neutrons. v, β, χ, ν and λ are the prompt neutron speed, delayed neu-
tron fraction, fission spectrum, average number of neutrons produced per fission event,
and decay constant of delayed neutrons. The subscripts g= 1,2,··· ,G, and k= 1,2,··· ,K
are group indices of the multigroup neutron diffusion equations and precursor equations,
respectively.

The following reflective and vacuum (2.21) boundary conditions are applied to close
the system,

~n·Dg∇φg =0, ∈ΓS,

~n·Dg∇φg+
φ
2 =0, ∈ΓV .

(2.21)

2.4.2 Coupled transient benchmark

This section presents code-to-code comparisons for several transient PBMR400 bench-
mark problems [37, 38].

2.4.2.1 Reactivity insertions by control rod withdrawal (CRW) and ejection (CRE)

The first transient case is a total control rod withdrawal (CRW) transient, that corre-
sponds to the TR5a case of the PBMR400 benchmark [37]. The control rod is withdrawn
during the first 200 seconds, introducing a slow increase in the core power. During CRW,
the core power increases to about 200% of steady state power. Fig. 7 compares the power
profile of this transient. In this calculation, all the results match qualitatively, and two
of the codes (MARS-GCR and TINTE) exhibit large oscillation in the solution due to the
cusping effect. The cusping occurs when the mesh size is large in comparison to the
movement of the control rod. The PRONGHORN results do not exhibit the cusping ef-
fect due to the refined mesh around the control rod. This calculation used second-order
Lagrangian finite elements where ∆z=6.25cm. Since there are two quadrature (integra-
tion) points in z-direction per second-order Lagrangian element, this discretization can
discern rod motion to an accuracy of approximately 3cm, which corresponds to a 3sec
time interval in this transient. Here, a time step of ∆t= 2sec was also used. Given this
time and spatial resolution, the problem is sufficiently resolved such that no significant
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Figure 7: Comparison of power evolution in control rod withdrawal.
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Figure 9: Comparison of power evolution in cold helium inlet transient.
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cusping is seen. In this transient, a power peak occurs at t = 200s. Due to being fully
resolved, the PRONGHORN results show much less variation in the power peak (<10%
of a relative difference compared to the other participants).

The next transient is a total control rod ejection (CRE). The problem corresponds to
the TR5b case of the PBMR400 benchmark [37]. In this transient, the control rod is ejected
over a period of 0.1 second, which creates a super-prompt critical transient. Fig. 8 shows
a comparison of the power profile of this transient. As seen in the figure, all the codes
produced a power peak at the same time, and the decay ratio from the point of maximum
power is quite similar. However, the maximum power at the peak shows a large variation
between participants (300% difference). This difference is likely due to the different time
dependent fuel kernel temperature models used in each code. Another possible cause of
this difference is due to operator splitting issues. The JFNK approach in PRONGHORN
tightly couples all the physics within a given time step. As discussed in Part I [1] and [4],
an operator-split approach introduces a truncation error proportional to the time step
employed. Moreover, in case of positive Doppler feedback, the computed power peak,
in general, assumes a greater magnitude than the true power peak. These operator split-
ting errors alone might explain the difference in the maximum power calculated by the
different participants in this transient.

2.4.2.2 Cold helium inlet The final PRONGHORN result is a calculation of a cold
helium inlet transient. This problem corresponds to the TR6 case of the PBMR400 bench-
mark. In this transient, the inlet helium temperature is reduced by 50K linearly over the
first 10 seconds of the transient event. At this point, the inlet temperature is held steady
for the next 300 seconds, and then brought back to the original temperature. The cold
helium introduces a small positive reactivity into the system. Fig. 9 compares the power
profiles of this transient. As can be seen from the figure, all the codes produced very close
power profiles, including the peak power, time of the peak, and the resulting steady state
power. The maximum difference at the peak power is <3%, which was displayed by the
DALTON-THERMIX code [39].

The final section of this paper transitions from nuclear energy applications to energy
extraction and environmental analysis multiphysics applications.

2.5 FALCON and RAT: fluid dynamics and reactive transport in porous media

Problems involving coupled multiphysics processes associated with fluid dynamics and
reactive transport in porous media are quite common. The final section of this paper
describes two porous media simulation codes that employ the MOOSE framework, FAL-
CON (Fracturing And Liquid CONservation) and RAT (ReActive Transport). These codes,
while closely related in some aspects, are being developed for significantly different ap-
plications. The FALCON code is being designed to simulate geothermal reservoirs, and
specifically enhanced geothermal systems, where multiphase fluid flow, energy trans-
port, and deformation of the geologic media are strongly coupled. The RAT code is being
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designed primarily to simulate single-phase fluid flow, reactive geochemistry, and the
interactions between reactions and media properties. The sections below describe the
governing equations for some simple applications of both the FALCON and RAT codes,
and provide examples of their application.

2.5.1 FALCON: Fracturing And Liquid CONservation

Reliable reservoir performance predictions of enhanced geothermal reservoir systems
require accurate and robust modeling of the coupled thermal-hydrological-mechanical
processes. Conventionally, these types of problems are solved using operator splitting
methods, usually by coupling a subsurface flow and heat transport simulator with a solid
mechanics simulator via input files. One example of such an approach is presented by
Rutquist et al. [40], where a widely used flow and heat transport simulator TOUGH2 [41]
is coupled to the commercial rock mechanics simulator FLAC [42] via input files. During
each time step, TOUGH2 and FLAC run sequentially with the output from one code as in-
put to the other. Iterations between the codes during each step might be necessary if there
is a strong dependence among processes and parameters. However, as discussed previ-
ously such operator splitting approaches are applicable only to loosely coupled problems.
For most enhanced geothermal systems, fluid flow, heat transport, and rock deformation
are typically strongly nonlinearly coupled.

An alternative approach is to solve the system of nonlinear partial differential equa-
tions that govern the system simultaneously using a fully coupled solution procedure.
This approach obtains an approximate solution for all variables (fluid pressure, temper-
ature and rock displacement fields) simultaneously, which leads to one large nonlinear
algebraic system that is solved using a strongly convergent nonlinear solver.

2.5.1.1 Governing equations Mathematical models describing geothermal systems and
geomechanics are common in the literature. Here we briefly summarize the governing
equations and constitutive relationships for geothermal systems (see [43–45] for more de-
tail) and for geomechanics (see [46]). We will focus discussion on the unique aspects of
coupling the governing equations for fully coupled implicit solutions.

The following presents the conservation equations for mass, momentum, and energy.
The mass balance for the fluid may be written as:

∂(nρw)

∂t
+∇·(ρwq)− q́w =0, (2.22)

where q is the flux (Darcy Velocity) vector, ρw is the water density, and n is the porosity
of the reservoir.

When considering the momentum balance of the system, we assume that Darcy’s Law
is valid and that the momentum balance for the water may be represented as

q=−
k

µw
·(∇pw−ρwg∇z), (2.23)
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where k is the intrinsic permeability of the reservoir, µw is the viscosity of the water, g is
the acceleration due to gravity, and ∇z is a vector of components [0,0,1] when gravity is
taken to be aligned in the negative vertical direction.

The energy balance in the system can be described as

∂
[

nρwhw

]

∂t
+∇·(ρwhwq)+∇·λcw+∇·λdw−

∂(φpw)

∂t
−q∇pw− q́wh́w =0 (2.24)

for the fluid phase and

∂
[

(1−n)ρrhr

]

∂t
+∇·λcr =0 (2.25)

for the reservoir rock matrix, where h is the specific enthalpy, λc is the heat conduction
vector, and λd is the dispersion vector. Accented terms represent sources and/or sinks in
the preceding equations.

Combining (2.22) and (2.23) yields the following for single-phase flow of water in a
deformable, compressible geologic medium

∂(φc f p)

∂t
−∇·

[

kρw

µw
·(∇pw−ρwg∇z)

]

− q́w =0. (2.26)

For a simplified demonstration of the simulation code, thermal equilibrium was as-
sumed between fluid and rock when combining (2.26) with (2.24). The Boussinesq Approx-
imation [47] was also used to describe the transport of heat in the system, to arrive at the
following heat transport equation:

[

nρwcw+((1−n)ρrcr)
]∂T

∂t
−∇·(Km∇T)+ρwcwuw∇T=0, (2.27)

where cw and cr are the specific heat capacities of the water and rock phases, respectively,
and Km is the medium average thermal conductivity.

Geomechanics of the system is described as follows [46]

ρ
∂2u

∂t2
−∇·σ−ρ~g−α∇p−βK∇T=0, (2.28)

where u is the displacement vector, α is the Biot effective stress coefficient and β is the
thermal expansion coefficient. (2.28) provides stress equilibrium for a coupled thermal-
hydro-mechanical problem.

2.5.1.2 Constitutive relationships For the simplified single-phase system, constitu-
tive relations are used to describe the fluid density and viscosity dependence on the
temperature.
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The density dependence on temperature is described by Graf [48]

ρw =1000·

[

1−
(T−3.9863)2

508929.2
·
T+288.9414

T+68.12963

]

, (2.29)

where T is the temperature in degrees Celsius and ρw is in dimensions of kg/m3. Fluid
viscosity is represented by the following set of equations, also presented by Graf [48]

µw =











1.787×10−3·exp
(

(−0.03288+1.962×10−4·T) ·T
)

, for 0oC ≤ T ≤ 40oC,

10−3 ·
(

1+0.015512·(T−20)
)−1.572

, for 40oC < T ≤ 10oC,
(

0.2414×10(247.8/(T+133.15))
)

·10−4, for 100oC < T ≤ 300oC,

(2.30)

with µw having dimensions of Pa·sec.

2.5.1.3 Results As an example of FALCON’s capabilities, consider modeling of a cou-
pled thermoporoelastic problem in the vicinity of injection well to simulate the injection
of cold water into an initially hot reservoir. Initially, consider only fluid-rock interaction
and ignore the thermal-induced rock deformation effect (a classical poroelasticity prob-
lem) and follow with a fully coupled thermo-hydro-mechanical problem on the same
domain. Both lateral and bottom boundaries are confined (with prescribed zero lateral
displacement). For both problems water is injected via an injection well in the middle of
the domain at a constant rate.

Fig. 10 (left) shows the simulation results of the final 3D pressure and rock displace-
ment fields. The simulation results clearly show the coupling of fluid injection and rock
deformation and are qualitatively reasonable. The rock bulging out across the top surface
due to the lateral confinement boundary condition used in this simulation. Note that the
vertical displacement has been greatly exaggerated to highlight the bulging effect. The
actual vertical and lateral displacements are in reality very small. The lateral displace-
ment field indicates that the rock is “pushed” away from the injection well, also clear
evidence of fluid-rock interaction. Also notice that in this simulation, only fluid to rock
displacement is modeled for simplicity. The effect of rock deformation on fluid flow can
be readily incorporated into the simulation.

A more complex problem is to add heat transport and couple all three processes
(fluid flow, heat transport, and rock deformation due to both fluid injection and thermal-
induced stress) together by solving all three governing equations (2.26)-(2.28) simultane-
ously. Fig. 10 (right) shows the simulation results for such a problem. In this simulation,
cold water at 20◦C is injected into the reservoir that is initially at a temperature of 100◦C,
which leads to decreasing reservoir temperature. Therefore the rock near the wellbore
tends to shrink toward the injection well due to cooling, a processes similar to land sub-
sidence due to excessive groundwater pumping. A close comparison of the magnitudes
of the vertical displacement on Fig. 10 indicates that in this particular example, the de-
formation of rock due to reservoir cooling is far more significant that due to injection
of water. Thus the rock near the wellbore is under tension. One immediate application
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of the simulation results is to evaluate the stress state near the wellbore and assess the
potential of rock failure.

The second example examines a case of density driven free thermal convection, sim-
ilar to that detailed by Elder [49], in which a water saturated homogeneous isotropic
medium is heated from the bottom causing a large density change (>5 %) and leads
to unstable flow. This example was chosen to demonstrate FALCON’s capabilities for
fully coupling the fluid flow and heat transport equations along with the temperature-
dependent constitutive relations for fluid density and viscosity, as well as adaptive mesh
refinement. The simulation domain and boundary condition locations chosen for the
problem follows those detailed by Oldenberg and Pruess [50], using symmetry about
the midpoint of the x-axis of the Elder problem, reducing the domain size to 300 me-
ters by 150 meters. Initial conditions chosen for the problem are a hydrostatic pressure
distribution and a uniform 12◦C over the entire domain. The bottom left (x=0 to 150m)
boundary condition imposed at startup applies a constant temperature of 20◦C, and initi-
ates a density driven instability into the system. Relevant material properties used in the
simulation are an intrinsic permeability of 1×10−10 m2, porosity of 0.40, rock specific heat
of 920.0 J/kg◦C, and a rock density of 2,500 kg/m3. Fluid density and viscosity are ini-
tialized at values provided from the constitutive relations provided above. The problem
was specifically parameterized to be convection dominated and have a large Rayleigh
number, testing the stability and efficacy of the code. Oldenberg and Pruess [50] showed
that the results of this problem are strongly grid dependent, with a relatively coarse grid
returning [upward] flows concentrated along the axis of symmetry in their simulations.
When a finer grid was used an area of downwelling was predicted along the axis of sym-
metry.

For this example, three simulation cases were tested with FALCON, focusing on (1)
a static fine mesh scenario and (2) initially coarse mesh scenarios with adaptive mesh
refinement. The cases were 1) a uniform 1m by 1m mesh, 2) an initially uniform 10m
by 10m mesh with aggressive adaptive mesh refinement, and 3) an initially uniform 10m
by 10m mesh with conservative adaptive mesh refinement. Shown on Fig. 11 is the tem-
perature distribution after twenty years of simulated time. The red color represents a
temperature of 20◦C, whereas the blue color represents 12◦C.

As can be seen on Fig. 11, the results for the two adaptive mesh simulations provide
similar results, whereas there is a difference when compared to the static fine mesh sim-
ulation. Frolkovic and DeSchepper [51], when comparing the results of fine grid simula-
tions and adaptive mesh applications, reported adaptive mesh results identical to those
obtained with an extremely fine mesh. While our fine mesh test case does not directly
compare with those of Frolkovic and DeSchepper [51], examination and comparison of
the simulation case results are illustrative of the potential gains in computational capa-
bility obtained with FALCON. The first simulation case using a uniform 1m by 1m grid
(45,000 grid blocks), shown in the top frame on Fig. 11, predicted a large central up-
welling zone and three additional upwelling fingers. The 20-year simulation required
approximately 2,100 seconds for the calculations using a parallel scheme with 8 proces-
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Figure 10: Simulated steady state vertical displacement field results for the poroelastic (left) and thermoporoe-
lastic (right) problems. Note that displacement fields are exaggerated for visual impact.

Figure 11: Simulated temperature distribution (left) and corresponding computational mesh (right) for unstable
thermal convection using a static mesh (top), aggressive adaptive mesh (middle), and conservative adaptive
mesh (bottom).

sors and a uniform timestep of 10 days. The second and third cases, both using an initial
10m by 10m mesh and adaptive mesh refinement, produced very similar results. For the
second (aggressive adaptive mesh refinement) case, the mesh refinement was allowed to
reduce the grid cells to 0.15m by 0.15m, and forced the refined areas to persist over a large
area of the simulated domain. As the mesh evolved over the duration of the simulation,
the simulation time actually suffered when compared to the uniform mesh case, requiring
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Table 1: Summary the 2-Dimensional simulations.

Simulation Case Mesh Type Mesh Maximum Size Mesh Minimum Size Execution Time
(m) (m) (s)

1 Uniform 1×1 1×1 2,100
2 Adaptive 10×10 0.15×0.15 4,077
3 Adaptive 10×10 1.25×1.25 434

a total of 4,077 seconds to simulate 20 years of convection. The aggressive mesh refine-
ment resulted in the existence of 37,047 grid cells at the conclusion of the simulation. The
third test case produced similar results as the second case (see Fig. 11), but with much
less computational burden. Allowing the grid only to refine only to a uniform 1.25m cell
size, and relaxing the grid after perturbations passed by, reduced the computational time
to 434 seconds to complete the simulation with 5,826 grid cells existing at the conclusion
of the run. A summary of these results is shown in Table 1.

While our results are preliminary and qualitative in nature, they are very promising.
Significant reductions in computational time were achieved using adaptive meshing ca-
pabilities. Questions remain regarding quantification of the simulation results and pre-
dicted temperature distribution. Work is currently ongoing to quantify the solution of
the problems and benchmark the code performance against existing simulators such as
TOUGH2 [41].

2.5.2 RAT: ReActive Transport

Reactive transport is a multiphysics problem in which physical and chemical processes of
fluid flow, solute transport, and reactions are coupled. Three major solution approaches
are considered for reactive transport modeling in terms of coupling between transport
and reactions: a global implicit (fully-coupled) method, a sequential iteration approach
(loosely-coupled), and a sequential non-iteration approach (operator-splitting) [52, 53].
Currently widely used subsurface reactive transport codes (e.g., TOUGHREACT [54]
and STOMP [55, 56]) adopt the operator-splitting approach because it is the simplest ap-
proach to implement and, more importantly, requires the least computational resources.
However, such an approach is not applicable to reactive transport problems that involve
strong mineral-solution interactions, and where reactions are tightly coupled with fluid
flow and transport of reactants. Such situations are quite common, and are associated
with most subsurface environmental remediation efforts where chemical conditions are
typically far from equilibrium. Today, given the advances in computational hardware
and algorithms for solving system of nonlinear equations, we are now able to implement
the fully-coupled, fully implicit approach for modeling reactive transport in porous me-
dia. Hence, a new fully-coupled, fully-implicit reactive transport simulator, RAT, was
developed using the MOOSE platform.
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2.5.2.1 Mathematical formulation RAT currently describes single phase, incompress-
ible flow in porous medium as Darcy flow:

Ss
∂h

∂t
=∇(K·∇h)+qw , (2.31)

where h is the hydraulic head, Ss denotes the specific storage of the aquifer, K is hydraulic
conductivity tensor, and qw is a volumetric flux per unit volume representing sources
and/or sinks of water.

The governing equation describing the fate and transport of the dissolved nonreactive
solute can be written as follows [57]:

∂(θC)

∂t
=∇(θD·∇C)−∇(θV·C)+qwCs, (2.32)

where θ is the porosity of the medium, C is concentration of dissolved solute, D rep-
resents hydrodynamic dispersion coefficient tensor, V is the linear pore water velocity
calculated from the flow equation, qw denotes the volumetric flow rate per unit volume
of aquifer representing fluid sources (positive) and sinks (negative), and Cs is the concen-
tration of species in source or sink water.

Geochemical reactive systems in subsurface environments are generally mixed
equilibrium-kinetic systems. When aqueous reactions are constrained by local equilib-
rium, mass transport equations are not all independent [58]. Thus, we select a subset of
Nc species, often called component species to describe the system. However, when there
are aqueous phase reactions that are not sufficiently fast for a given time scale of interest
that they reach equilibrium, we will also need kinetic species to fully describe the system.
The remaining species are called equilibrium species that is written in terms of a nonlin-
ear combination of one or more component and/or kinetic species. As a result, the total
number of transport equations is reduced to only the number of component and kinetic
species. A general form of the transport equation for component species becomes [56]:

∂Ctc,j

∂t
=∇

[

θD(∇Cm
tc,j)
]

−∇(θVCm
tc,j)−

Ns
tc,j

∑
i=1

qi+

Nr
tc,j

∑
k=1

Rtc,j,k, (2.33)

in which Ctc,j is the total concentration of component species j, Cm
tc,j is the total dissolved

mobile concentration of component species j (i.e., mobile fraction of a primary species),
qi is the ith source/sink rate for all Ns

tc,j individual species involved in component species

j, Rtc,j,k is the rate of concentration changes in the jth component associated with the kth

kinetic reaction that either generates or consumes this component species, and Nr
tc,j is the

total number of kinetic reactions associated with the component species j.
The transport equation for kinetic species takes a similar form as the component

species [56]:

∂Ctk,j

∂t
=∇

[

θD(∇Cm
tk,j)
]

−∇(θVCm
tk,j)−

Ns
tk,j

∑
i=1

qi+

Nr
tk,j

∑
k=1

Rtk,j,k, (2.34)
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in which Ctk,j is the total concentration of kinetic species j, Cm
tk,j is the total mobile con-

centration of kinetic species j, qi is the ith source/sink rate for all Ns
tk,j individual species

involved in kinetic species j, Rtk,j,k is the rate of concentration change in the jth kinetic

species associated with the kth kinetic reaction, and Nr
tk,j is the total number of kinetic

reactions associated with the kinetic species j.
For the jth component species, the total concentration is expressed as a stoichiometri-

cally weighted summation of all individual species that are involved [53]:

Ctc,j=Cj+ ∑
Ns

tc,j−1

(aiCi), for j=1,Ncn, (2.35)

where Ncn is the number of component species in the system, Cj and Ci refer to the con-
centration of the component and equilibrium species respectively, and ai is stoichiometric
coefficient for Ns

tc,j−1 equilibrium species involved in the jth component species. Simi-

larly for a kinetic species, the total concentration can also be expressed generally as:

Ctk,j=Cj+ ∑
Ns

tk,j−1

(biCi), for j=1,Nkn , (2.36)

where Nkn is the number of kinetic species in the system, Cj refers to the concentration of
the kinetic species, bi is stoichiometric coefficient for Ns

tk,j−1 equilibrium species involved

in the jth kinetic species, and Ci is the concentration of these species.
By using the mass action law, equilibrium species concentrations are related to com-

ponent and kinetic species concentrations through equilibrium constants [56]:

(Ci)=Keq,i ∏
Nc/k,i

(Cj)
e j , for i=1,Neq, (2.37)

where Neq is the number of equilibrium reactions (and also the number of the equilibrium
secondary species), (Ci) is the activity of equilibrium species i, Keq,i is the equilibrium

constant of the ith equilibrium reaction, Nc/k,i is the total number of component and/or
kinetic species that form the ith equilibrium species, (Cj) is the activity of these compo-
nent and/or kinetic species, and ej is the stoichiometric coefficient for them.

The rate of change in concentration of component and kinetic species j due to kinetic
reactions is a weighted sum of kinetic rates of these reactions:

∑
Nr

tc/tk,j

Rtc/tk,j,k = ∑
Nr

tc/tk,j

(ckRk), (2.38)

where Nr
tc/tk,j is the number of kinetic reaction associated with the jth component or ki-

netic species, ck is the reaction-rate coefficient that is related to the stoichiometric coeffi-
cient for the kth kinetic reaction, and Rk is the reaction rate of the kth reaction. There are a
variety of kinetic rate expressions one may apply depending on the specific reaction and
the conditions. See [56, 59] for examples of different kinetic rate laws.
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By substituting the expressions (2.35), (2.36), (2.37), and (2.38) into the component
and kinetic species transport equations (2.33) and (2.34), we have a system of nonlinear
equations that fully describes the reactive transport system. Solving this system using
RAT produces a fully-coupled solution of the reactive transport problem.

2.5.2.2 Example application We applied RAT to simulate calcite precipitation driven
by urea hydrolysis that is catalyzed by enzyme urease. This process has been studied
as a promising in situ remediation approach to immobilize metal contaminants and ra-
dionuclides in groundwater [60–62]. Metal contaminants can either coprecipitate with
calcite or be isolated by calcite precipitates that reduce permeability. Laboratory exper-
iments and numerical simulations using RAT are being conducted to advance the sci-
entific understanding of this potential remediation approach. The physical experiments
consist of porous media (silica gel) columns with zones of immobilized extracellular ure-
ase, through which solutions containing urea and calcium are passed (Fig. 12); the ex-
periments are conducted at Idaho National Laboratory (INL) under the auspices of the
DOE Office of Science Subsurface Biogeochemical Research program. The purposes of
the modeling are to help develop hypotheses and guide the design of the experiments
through pre-experimental simulations, to aid data interpretation after the experiments,
and to support the understanding of the nonlinear coupling effects between various pro-
cesses.

Figure 12: The schematic diagram of configuration of the flow column in the experiment.

The reactions that are identified to represent this system include 8 aqueous equilib-
rium reactions, one aqueous kinetic reaction, and a kinetic solid precipitation reaction
(Table 2). The rate expressions for the two kinetic reactions of calcium carbonate precip-
itation (R10 in Table 2) and urea hydrolysis (R9 in Table 2) are shown here, based on the
standard transition state theory rate law from [63] and the modified Michaelis-Menten
rate law from [64], respectively:

Rprecip dissl=Ak

[

1−
Q

Keq

]

, (2.39)

where

k= kref ·e
−Ea

R

(

1
T −

1
Tref

)

, (2.40)

Rureolysis =Curease ·
kref ·e

−Ea
R

(

1
T −

1
Tref

)

·Curea

(KM+Curea)·

(

1+
Ctotal

NH+
4

KP

)

·
(

1+
CH+

KES,1
+

KES,2

CH+

)

. (2.41)
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Table 2: The reaction network identified to simulate ureolytically driven calcium carbonate precipitation system
(equilibrium constants are from the EQ3/6 data base [65]).

Aqueous Equilibrium Reactions Keq(10x) Kinetic Reactions

(R1) CO2(aq)⇔H++HCO−
3 -6.341 (R9) Urea

Urease
⇐=⇒2NH+

4 +HCO−
3 +OH−

(R2) CO2−
3 ⇔−H++HCO−

3 10.325 (R10) Ca2++HCO−
3 ⇔H++CaCO3(s)

(R3) CaCO3(aq)⇔Ca2++HCO−
3 −H+ 7.009

(R4) CaHCO+
3 ⇔Ca2++HCO−

3 -1.043

(R5) CaOH+⇔Ca2+−H+ 12.85

(R6) NH3(aq)⇔NH+
4 −H+ 9.492

(R7) OH−⇔−H+ 13.991

(R8) SiO2−OH⇔SiO2−H+ 9.5

Table 3: Kinetics for Calcite Precipitation and Urea Hydrolysis, * value from [66], ** value from [56], *** values
from [64] except for KM and kref values that are measured by Karen Wright and Yoshiko Fujita at INL.

Calcite Precipitation Kinetics

kref
∗ A∗∗ Ea Tref R log10 Keq

6.456×10−9 4.61×10−4 1.5×104 298.15 8.314 1.8487
mol/m2 s m2/L cal/mol K J/mol K

Urea Hydrolysis Kinetics∗∗∗

KM KP Ea kref Tref KES,1 KES,2 Curease

6.99×10−3 1.22×10−2 8431.26 2.72×102 298.15 7.57×10−7 1.27×10−8 2.083×10−7

mol/L mol/L cal/mol mol/mol s K mol/L mol/L mol/L

The parameter values used are listed in Table 3.

Ca
2+, H+, HCO3

−, NH4
+, and urea were selected as component and kinetic species

that have transport equations; all the equilibrium species involved in component and ki-
netic species are substituted into these equations by their mass action expressions. This
set of fully-coupled nonlinear equations is then solved using RAT in a fully-implicit man-
ner.

Fig. 13 shows the profiles of concentrations for major species of H+, urea, and NH4
+

at the end of one pore volume, and comparisons to the measured concentration profiles
(unpublished data obtained by Don Fox and George Redden at INL). The simulator was
able to capture the trends in the experimental data although an offset in the values was
observed which implied that the enzyme might have been mobilized and thus trans-
ported further downstream along the column over the course of the experiment. More
detailed studies are being conducted at INL to investigate this hypothesis. The experi-
mental data indicated that as urea hydrolysis occurred, pH rose in the column; although
the reactivity of the silica gel with the hydroxide ion buffered this increase. Urea hy-
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Figure 13: Comparison between simulated
species concentration profiles and exper-
imental measurements at the end of 1
hour for pH, urea, and NH4

+ (unpublished
data for the lab measurements provided by
George Redden and Don Fox).

Figure 14: Simulation of temporal and spatial distribution of mineral precipitates, the color shows the increase
in the amount of precipitates, and the solid lines show the distribution of the precipitates at different times.

drolyzed at a fairly high rate to generate a steep slope in the concentration profile over
the enzyme zone; correspondingly, the concentration of product ammonium ion showed
a sharp rise through the zone as well.

We also simulated the temporal and spatial distribution of the calcium carbonate pre-
cipitation (Fig. 14). The simulations predicted that the precipitation would start in the
upstream part of the enzyme zone and migrate downstream to accumulate the majority
of the precipitated solids towards the end of the enzyme zone. Consistent with the pre-
dicted outcome, the deconstruction of the column at the conclusion of the experiment
indicated that the calcite was precipitated largely within the urease zone, with greater
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precipitate deposited in the downstream portion of the zone. However, visual obser-
vations of the precipitate formation during the course of the experiment suggested the
contrary in the time course of precipitation events in that the precipitation began to form
toward the downstream end of the enzyme zone, and migrated to the front portion of the
zone as the experiment progressed. The discrepancy between the simulation prediction
and the experiment observations in the temporal variation of the precipitation distribu-
tion has led to the reevaluation of the assumptions and hypotheses made prior to the
experiment. This is an example of the utility of RAT for interpretation of the complex
behavior of the systems characterized by nonlinear process coupling.

3 Conclusions

Part II provided an overview of the MOOSE multiphysics framework and several appli-
cations based on it designed for engineering analysis. BISON is a multiscale multiphysics
application for reactor fuel performance, PRONGHORN is designed for analysis of gas
cooled pebble-bed reactors, FALCON for analysis of geothermal reservoirs, and RAT for
single phase flow and reactive geochemistry.

MOOSE and its applications are based on a preconditioned Jacobian-free Newton
Krylov (JFNK) method as it supports a general and straightforward software design pat-
tern that allows rapid development of complex engineering analysis applications. As
development on MOOSE started in 2008; the results presented in Part II demonstrate
that this rapid development advantage is significant. Secondly, JFNK is a very robust
solution algorithm for monolithic solution of multiphysics problems [67–69]. These fea-
tures and results demonstrate a new paradigm in the area of multiphysics algorithm and
software development for nuclear, energy, and environmental science applications.
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