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Abstract. A coupled model, capable of simulating transonic flow, solid heat conduc-
tion, species transport, and gas radiation, is developed that provides better computa-
tional treatment of infrared radiation from hot exhaust nozzles. The modeling of gas
radiation is based on a statistical narrow-band correlated-k analysis, whose parame-
ters are deduced from the HITEMP line-by-line database. To improve computational
efficiency, several methods are employed. A mixed analytical-numerical algorithm is
described for the stiffness of the two-equation turbulence model and an alternating
direction implicit pretreatment for the ill-conditioned matrix appearing in the coupled
problem of flow and solid heat conduction. Moreover, an improved multigrid method
and a symmetry plane treatment of the radiation transfer-energy equations are also in-
troduced. Four numerical simulations are given to confirm the efficiency and accuracy
of the numerical method. Finally, an account of the aerothermodynamics and infrared
characteristics for two types of nozzles are presented. The infrared radiation intensity
of the Chevron ejecting nozzle is clearly smaller than that of the common axisymmetric
ejecting nozzle. All computations can be performed on a personal computer.

AMS subject classifications: 65L20, 74A15, 76F60, 76H05, 78A40
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1 Introduction

In recent years, infrared detection/stealth technology has developed rapidly. Some key
techniques, such as the suppression of infrared radiation from exhaust systems crucial
to stealth aircraft have attracted wide attention and keen investigation. The infrared
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signature band of 3 to 5 µm from an aircraft’s exhaust system corresponds to the infrared
transmission window of air. As a consequence an aircraft’s exhaust system becomes a
primary target of heat-seeking missiles with infrared detectors.

There are several models to describe gas radiation characteristics. Among these, the
line-by-line model [1] is accurate, but can only be used to validate other models. It is
nearly impossible to use it to predict radiation from practical devices, because of its huge
calculation overheads. The wide-band model [2] is often adopted to simulate gas radi-
ation and heat transfer. The SNB (Statistical Narrow-Band) model [1], which generally
involves 200-2 000 spectral bands, is often used to calculate gas infrared radiation in-
tensity. The parameters of the SNB model are deduced from the HITEMP line-by-line
database [3]. HITEMP is a database developed by Air Force Geophysics Laboratory [1]
for high resolution atmosphere absorption lines.

However, a direct implementation of this model to radiation transfer in multi-dimen-
sional geometries will encounter severe computational difficulties because it formulates
the gas radiation behavior in terms of transmissivity (τ) rather than the more fundamen-
tal absorption coefficient (k ). At present, this problem can be solved by the correlated-k

model [4, 5]. Because the calculation still entails huge computational overheads with
wide/narrow-band models, most researchers of these models calculate radiation intensi-
ties/heat transfers assuming that no correlation exists between radiation and other phys-
ical quantities [6].

In this paper, a coupled model is developed that can be used to calculate flow and
solid heat conduction, gas radiation transfer and heat exchange, and species transport.
To improve computational efficiency, several methods are employed, including a mixed
analytical-numerical algorithm, an improved multigrid strategy, the Brian alternating di-
rection implicit (BADI) pretreatment, and a symmetry-plane treatment of radiation. To
confirm the efficiency and accuracy of our methods, four numeric calculations are pre-
sented, namely the pressure distribution around an axisymmetric nozzle, the tempera-
ture distribution of a rocket engine water-cooling nozzle, the radiation heat exchange
within a cylindrical furnace, and the carbon dioxide radiation absorptivity at a wave-
length of 4.3 µm. Finally, aero-thermodynamics and infrared characteristics of an ax-
isymmetric ejecting nozzle (AEN) and a Chevron ejecting nozzle (CEN) are generated,
which show that the algorithm has highly-improved computational efficiency.

2 Mathematical models

2.1 Coupled model between flow and solid heat conduction

The second-order Roe scheme [7] is employed to discretize the governing equations,
which are the three-dimensional generalized Navier-Stokes equations [8]:

∂

∂ t

∫∫∫

V

Qd V +

�

S

(F−FV−FW )dS=

∫∫∫

V

Gd V , (2.1)
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where t is the pseudo time for the purpose of computing (used throughout all equations),
Q=(ρ,ρu ,ρv ,ρw ,ρe )T the vector of primitive flow variables, ρ fluid density, U=u i+
v j+w k the velocity vector of flow field, e the fluid internal energy, F the convection flux
vector of the flow field, FV the diffuse flux vector of the flow field, Fw =(0 0 0 0 q̇w +
q̇r w )T the thermal flux of the solid wall, and G=(0 0 0 0 q̇r g )T the gas radiative heat
source.

Turbulence is modeled by the renormalized group (RNG) k−ǫ (two-equations) model
[9].

The conservation form of the three-dimensional solid-phase unsteady heat conduc-
tion equation is as follows:

∂

∂ t

∫∫∫

V

ρc T d V =

�

S

λn•∇T dS, (2.2)

where c is the solid phase specific heat capacity, λ is the solid phase thermal conductivity,
and n=nx i+n y j+n z k denotes the unit normal of the grid cell surface.

The third-type boundary condition (In numerical simulations of solid-phase heat con-
duction, the third-type boundary condition requires specifying the near wall fluid tem-
perature and the convective heat transfer coefficient. See below for details.) is employed
to deal with the coupling between flow field and the temperature field of the solid, be-
cause directly transferring the interface temperature and heat flux will cause computa-
tional instabilities, and even divergence [10, 11]. A typical one-dimensional model cou-
pling flow and solid heat conduction is depicted in Fig. 1.

Figure 1: Shemati depition of one-dimensional �ow/solid heat transfer.
In Fig. 1, T1∼Tn are unknown temperatures at sequential grid cells within the solid

region. T0 and Tn+1 are the respective temperatures near the wall. If ∂
∂ t
=0, a matrix form

of the one-dimensional solid heat conduction equation taking into account convective
heat transfer is as follows:
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where d = 1

1/h+∆x /2λ
, b0=d 0T0, bn+1=d n+1Tn+1, a = λ

∆x
, h is the convective heat transfer

coefficient, and q̇w =d 0(T1−T0).

2.2 Radiation transfer and energy equations

The conservation form of the radiation transfer equation is:

∫

Ωm

�

S

I m
υ (sm •n)dSd Ω=

∫

Ωm

∫∫∫

V

(
kυ

π
Eb ,υ−kυI m

υ )d V d Ω

�

�

�

∀υ,m
, (2.4)

where the unknown variable I m
υ is the gas radiance at wave number υ and spatial angle

Ωm (with index m ), sm is the unit vector of Ωm , kυ is the gas absorption coefficient at
wave number υ, Eb ,υ= f (T ,υ) is the blackbody radiation emission energy at wave num-
ber υ, V and S are respectively the volume and surface area of the control domain, and n

is the outward unit normal of S.

For the finite volume method (FVM) [1], the first-order discrete form of Eq. (2.4) is:

a w ,i ,j ,k I m
υ,i−1,j ,k +a e ,i ,j ,k I m

υ,i+1,j ,k +a s ,i ,j ,k I m
υ,i ,j−1,k +a n ,i ,j ,k I m

υ,i ,j +1,k

+a d ,i ,j ,k I m
υ,i ,j ,k−1

+a u ,i ,j ,k I m
υ,i ,j ,k+1

+a p ,υ,i ,j ,k I m
v ,i ,j ,k =b m

υ,i ,j ,k , (2.5)

where

a p ,υ,i ,j ,k =
∑

x=w ,e ,s ,n ,d ,u

� ∫

Ωm

�

Sx

max(sm •n,0)dSd Ω+kυVi ,j ,k Ωm

�

,

a x ,i ,j ,k =−

∫

Ωm

�

Sx

max(−sm •n,0)dSd Ω
�

�

x=w ,e ,s ,n ,d ,u
,

b m
υ,i ,j ,k =kυ

Eb ,υ

π
Vi ,j ,k Ωm ,

subscripts e , w , n , s , u , d denote grid cell surface positions relative to the grid center
(p), and subscripts i , j , k are grid cell serial number. The boundary condition of the gas
radiance for a diffuse reflective solid wall is:

I m
υ,w =

ǫw Eb ,υ

π
+

1−ǫw

π

4π
∑

m ,sm •nw<0

I m
υ

�

�nw •s
m
�

�d Ω
m

, (2.6)

where subscript w identifies quantities associated with the solid wall, and ǫw is the solid-
wall emissivity.

The radiation heat source of the gas and the radiation heat flux associated with the
solid wall are obtained by solving the radiation energy equations [1] that are then incor-
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porated into Eq. (2.1) as energy source terms. These are shown as follows:

q̇r g =

∫ +∞

0

(−4kυEb ,υ+
4π
∑

m

kυI m
υ d Ω

m )dυ, (2.7a)

q̇r w =

∫ +∞

0

(−ǫw Eb ,υ+ǫw

4π
∑

m ,sm •nw<0

I m
υ

�

�nw •s
m
�

�d Ω
m )dυ. (2.7b)

2.3 Gas radiation model

Three parameters of the SNB model, namely the average gas absorption coefficient at the
spectral band k̄υ(a t m−1•c m−1) and the average interval d̄υ(c m−1) and average semi-
width b̄υ(c m−1) of spectral lines, are deduced from the HITEMP line-by-line database
[3, 12]. The principle of the correlated-k model is that if a parameter φυ only depends on
the gas absorption coefficients, then its integration over a wave band ∆υ can be replaced
by integration over the absorption coefficient kυ. Finally, the following equation can be
obtained [5]:

1

υ

∫

∆υ

φ(kυ)dυ=

1
∫

0

φ(g −1)d g , (2.8)

where g (kυ) is a cumulative distribution function about kυ, and is obtained through
an inverse Laplace transformation [5] on the transmittance formula of the SNB model
(τ(k̄υ,d̄υ,b̄υ)) [1]. Eq. (2.8) is evaluated using a four-point Gauss-Legendre integral [13].
The absorption coefficient of the gas mixture within the same band is the sum of the
absorption coefficients of each species [5, 14].

2.4 Gas species transfer equations

The conservation form of the gas species concentration equations is [15]:

∂

∂ t

∫∫∫

V

ρYi d V +

�

S

(ρYi U•n+n•Ji )dS=0

�

�

�

�

i=1∼3

, (2.9a)

Ji =−

�

ρDi∇Yi +
µT

ScT
∇Yi

�
�

�

�

�

i=1∼3

, (2.9b)

where Y0∼3 are mass concentrations of N2, O2, H2O (vapor), and CO2, respectively, D1∼3

are species laminar diffusion coefficients, ScT =0.7, and µT the turbulent viscosity.
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2.5 RNG K-ǫ turbulence model

The conservation form of transport equations for RNG K−ǫ turbulence model is:

∂

∂ t

∫∫∫

V

ρK d V +

�

S

(ρU K−(µ+µT /σK )n•∇K )dS=

∫∫∫

V

(µT Si j−ρǫ)d V , (2.10a)

∂

∂ t

∫∫∫

V

ρǫd V +

�

S

(ρUǫ−(µ+µT /σK )n•∇ǫ)dS=

∫∫∫

V

(
C ∗

1ǫǫ

K
µT Si j−C2ǫρ

ǫ2

K
)d V , (2.10b)

where K is the turbulent kinetic energy, ǫ the turbulent kinetic energy dissipation rate,
U =U•n, µ the gas laminar dynamic viscosity, µT =CµρK 2/ǫ the gas turbulent viscosity,

C ∗
1ǫ=C1ǫ−

η(1−η/η0)
1+βη3 , η=
p

2Si j Si j
K
ǫ

, Si j =
1

2
( ∂ u i

∂ x j
+
∂ u j

∂ x j
), and Cµ, C1ǫ , C2ǫ , β , η0, σK are model

constants.

3 The Methods to improve computational efficiency

The discrete forms for the three-dimensional solid-phase heat conduction and radiation
transfer equations (Eq. (2.2) and (2.4) resp.) are similar (see Eq. (2.5)); when the orthogo-
nality of the grid used in solving Eq. (2.2) is adequate and the spatial-angle resolution for
solving Eq. (2.4) is high enough (d Ωm→0), the coefficient matrices of their discrete form
will be diagonally dominant. Thus the same algorithm is used to solve both. In this case,
this results in high computational efficiency, low memory cost, and favorable compu-
tational stability, when the BI-CGSTAB (bi-conjugate gradient stabilized) [16] algorithm
with the precondition matrix is used to solve Eqs. (2.2) and (2.4).

The steady-state forms of the N-S equation Eq. (2.1), species transport equations (2.9),
and turbulence model transport equations (2.10) are either hyperbolic or parabolic partial
differential equations. The coefficient matrices of their discrete form is not diagonally
dominant. To ensure computational stability, the pseudo time "t " is added and the time
marching algorithm is used to solving these. The LUSGS [17] (lower upper symmetric
Gauss-Seidel) implicit time-marching method with multigrid acceleration is employed to
solve Eq. (2.1). The K−ǫ equations are only solved on the fine grid because the gradient
of ǫ and its source term in the near-wall region is too large and the coarse grid correction
algorithm would encounter difficulties guaranteeing computational stability. The species
transport equations are only solved on the coarse grid because its accuracy on the coarse
grid is good enough to meet requirements of computational accuracy; solving on the fine
grid would evoke a greater computational burden.

3.1 The mixed analytical-numerical algorithm

In regard to jet flows, a numerical test has indicated that the primary factor affecting com-
putational efficiency is the stiffness arising in the two-equation turbulence model. [18]
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points out that for explicit time-marching methods, high aspect ratio meshes are primar-
ily cause of stiffness in the two-equation turbulence model. For conventional explicit
time-marching methods,

∆t =
C F L •∆x ∆y

(|u |+c )∆y +(|v |+c )∆x
,

where x is the direction parallel to the solid wall surface. The grid spacing in the x-
direction is ∆x , while the boundary layer flow velocity component in the x-direction is
u ; y is the direction perpendicular to solid wall surface with grid spacing of ∆y , and the
flow velocity component in the y-direction is v . c is the velocity of sound, and u+c and
v+c are of the same order. With C F L≤1, the tolerance for ∆t in each iteration is much
smaller than the N-S equations iteration time step. Thus this will generate "stiffness".

Neglecting the diffusion term and the gas density change, Eq. (2.10) can be written as:

∂W

∂ t
+Λ
∂W

∂ x
=G(W), Λ=

�

λT

λT

�

=

�

U

U

�

, (3.1)

where W=(K ,ǫ)T . Because the source item

G(W)=

�

Cµ
K 2

ǫ
Si j−ǫ, C ∗

1ǫCµK Si j−C2ǫ
ǫ2

K

�T

is well-posed, if Harten’s flux modification second-order explicit scheme [19] is employed,
Eq. (3.1) satisfies the total variation diminishing (TVD) property for λT

∆t
∆x
≤1. Thus ∆t is

obtained by:

∆t =
C F L •∆x ∆y

|u |∆y +|v |∆x
. (3.2)

For boundary-layer flows, the normal component of the wall velocity is far smaller
than the tangential component, i .e ., v /u≪1, hence Eq. (3.2) just offsets the disadvan-
tage caused by ∆x /∆y ≫1 and therefore overcomes the above-mentioned stiffness. The
second-order Runge-Kutta method may be omitted here on account of the algorithm’s
strict TVD property (being different to using the TVD scheme to solve N-S equations, its
TVD property no long holds when Eq. (2.1) is re-expressed in the form of Eq. (3.1) by left
multiplication of a characteristic matrix [19]), and the diminishing of the total variation is
a sufficient condition indicating iteration convergence. This can increase computational
efficiency by a factor of 2.

In accounting for the diffusion term, Eq. (3.2) is revised as:

∆t =C F L
∆x ∆y

�

|u |+
2(µ+µT /σK )

ρ∆x

�

∆y +

�

|v |+
2(µ+µt /σK )

ρ∆y

�

∆x

. (3.3)

Meanwhile, we must pay attention to the fact that the above analysis is based on the
foundation that the N-S equations and the turbulence transport equation are solved sep-
arately. Numerical simulations indicate that the above method does not satisfy the TVD
property for a coupled iteration.
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If the implicit algorithm is employed with a larger iteration time step, the source term
of the turbulence transport equation will become the primary factor causing computa-
tion stiffness. The reason is that in the near-wall region when velocity gradients are great
or in the region where model parameters diverge rapidly, the time-scale associated with
the source term is far smaller than that of the convection-diffusion term for implicit iter-
ation. The mixed analytical-numerical algorithm in the literature [20,21] can be used as a
reference method.

First, one solves the convection-diffusion term:

∫∫∫

V

∂w

∂ t
d V +

�

S

F (w )−FV (w )dS=0

�

�

�

t n<t <t n+1

w (t n )=w n , (3.4)

and w ∗ is obtained. Here w is K or ǫ, F (w ) is U K or Uǫ, FV (w ) is (µ+µT /σK )n•∇K /ρ
or (µ+µT /σK )n•∇ǫ/ρ, G (w ) is Cµ

K 2

ǫ
Si j−ǫ or C ∗

1εCµK Si j−C2ǫ
ǫ2

K
; superscript n denotes

iteration step (used throughout all equations).
Second, one then solves the source term:

∂w

∂ t
=G (w )
�

�

�

t n<t <t n+1

w (t n )=w ∗
, (3.5)

and w n+1 is obtained. Eq. (3.5) is analytically integrable [21].
An explicit iteration with a small time marching step is still used in [20] to solve

the turbulence transport equations. The reason lies in nonlinearity of the convection-
diffusion term and the turbulence source term, which cause bad convergence within the
above algorithm when a larger iteration time step is used, namely

∫∫∫

V

G (w )d V−

�

S

F (w )−FV (w )dS=0⇒w n+1−w n 6=0. (3.6)

The improved mixed analytical-numerical algorithm used here is as follows:

G ∗=G (w ∗), w ∗=w n+

t n+1
∫

t n

�

G (w )−
1

V

�

S

F n−F n
V dS

�

d t (3.7)

(w n+1−w n )

�

V

t n+1−t n
+

�

S

∂ F−FV

∂w
dS

�

+

�

S

F n (w )−F n
V (w )dS=

∫∫∫

V

G ∗d V , (3.8)

where Harten’s flux modification second-order TVD scheme, mentioned above, is em-
ployed to discretize the convection-diffusion term, so that the algorithm is convergent.
Regarding the standard K−ǫ model, Eq. (3.7) can be solved through the analysis method
referred to in the literature [21]. For various improved K−ǫ models, such as the RNG
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K−ǫ model and several low Re number K−ǫ models, Eq. (3.7) can be simplified to the
standard K−ǫ models through freezing certain variables or using an explicit single-step
process to calculate integrals approximately. The maximum integration time step interval
(d t ) should be used to guarantee that integral errors are controllable [22, 23]; that is:

1

d t
>max

��

�

�

�

G (K ,ǫ)

K

�

�

�

�

,

�

�

�

�

G (K ,ǫ)

ǫ

�

�

�

�

,
ǫ

(2−C2ǫ)K

�

. (3.9)

For Eq. (3.8), the maximum time marching step is adopted to guarantee that the implicit
time marching method cannot obtain negative w values [22, 23]; that is:

1

∆t
=

1

t n+1−t n
>

�

�

�

�

G (w )−
1

V

�

S

F n−F n
V dS

�

�

�

�

w
. (3.10)

3.2 An improved multigrid strategy

In regard to implicit iteration, the efficiency of the multigrid strategy is not so effective as
in the explicit iteration. All examples in this paper only adopt a double-grid technique.
The coarse grid is obtained by merging eight neighboring fine grids. The V cycle in the
coarse grid correction FAS scheme is employed. Every 15 iterative steps on the fine grid
is followed by 35 iterative steps on the coarse grid. To overcome solution oscillations
caused by coarse grid corrections when a high aspect ratio grid is adopted [23], we make
the following improvement: the correction value in the fine grid (∆Qf ), obtained through
trilinear interpolation of the coarse grid correction value (∆Qc ), is not added to the fine
grids directly. A new alternative is:

(Qn+1−Qn )

�

V

∆t
+

�

S

∂ F−FV

∂Q
dS

�

=−

�

S

Fn−Fn
V dS+

V

∆t
∆Qf . (3.11)

It can be seen that, if an explicit iteration is adopted for the fine grid, the above process
will change to

(Qn+1−Qn )
V

∆t
=−

�

S

Fn−Fn
V dS+

V

∆t
∆Qf . (3.12)

This is the same as adding ∆Qf to the fine grid directly. For the implicit algorithm of
Eq. (3.11), the above process is equal to smoothing ∆Qf .

3.3 The BADI pretreatment

When the solid region is quite thin and the heat conduction coefficient is large, a in
Eq. (2.3) will be much higher than h, and thereby ǫ≈h≪a . For example, for the near-
wall grid, y +≈30 is used to obtain good accuracy [15], and ǫ/a is about 0.001. If the
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matrix forms of Eqs. (2.2) and (2.3) are written as:

A3−D T=B, A1−D T=B, (3.13)

then A1−D is a typical ill-conditioned matrix with a high condition number [15].
To get high efficiency and stability for the BI-CGSTAB algorithm, pretreatment of ma-

trix A must be adopted to lower its condition number. There are two kinds of pretreat-
ments called left and right pretreatments:

M−1

L AT=M−1

L B ⇔ A′T=B′, (3.14a)

AM−1

R MR T=B ⇔ A′T′=B. (3.14b)

Pretreated matrices must satisfy two requirements: first, these must be similar to ma-
trix A; second, equation MX′=X must be easily solved. The commonly used pretreated
matrices are LUSGS and ILU(0) [24], which are based on the approximate LU factoriza-
tion of matrices. Actually, the effects by different matrices and different pretreatment
have no obvious difference, and they are unable to effectively reduce the condition num-
bers of A1−D and A3−D .

Compared with a much earlier Peaceman-Rachford alternating direction implicit al-
gorithm, the advantage of the BADI algorithm for numerical heat transfer is to allow
unrestricted iterative time steps [25]. When ∆t→∞, the matrix form of a complete itera-
tive step to solve Eq. (2.2) using the BADI algorithm is:

U=(D+X)−1(B−YTn−ZTn ), (3.15a)

V=(D+Y)−1(B−XU−ZTn ), (3.15b)

Tn+1=(D+Z)−1(B−XU−YV), (3.15c)

where the matrix coefficients X, Y, and Z consist of the pairs a w ,i ,j ,k and a e ,i ,j ,k , a s ,i ,j ,k and
a n ,i ,j ,k , and a d ,i ,j ,k and a u ,i ,j ,k , respectively. The diagonal matrix D has entries a p ,i ,j ,k .
With A3−D =D+X+Y+Z, Eq. (3.15) can be rewritten as:

Tn+1=Tn+(D+Z)−1
D(D+Y)−1

D(D+X)−1(B−A3−D Tn ), (3.16)

and MBAD I =(D+Z)−1D(D+Y)−1
D(D+X)−1 is the left pretreated matrix used here. (D+

X)−1, (D+Y)−1
, and (D+Z)−1

are tridiagonal. The product of a tridiagonal matrix and
vector is solved by the chasing method [13].

The pretreated matrix can reduce the condition numbers of A1−D and A3−D quite effec-
tively. For example, when n =5 and d =0.001a , cond (A1−D )∞=10 008.0≈10a /d , cond (
M−1

LUSGSA1−D)∞=5 008.5≈5a /d , and cond (M−1

BAD I A1−D)∞=cond (E)∞=1.

3.4 The treatment of symmetry plane for radiation transfer equation

The computation here treats the radiation transfer symmetry plane as a mirror surface
(following the mirror-reflection law). The symmetry plane and the non-blackbody (dif-
fuse reflection) solid wall provide boundary conditions used in solving Eq. (2.4). Their
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incident radiances from certain spatial angles Ωm are obtained from iterations. See Sec-
tion 4.3 for an outline of the principle behind the radiation symmetry plane and a related
numerical simulation example.

This technique does not decrease the CPU time if used in solving only the radiative
transfer equations because computing mirror reflections actually increase iteration times,
but it does reduce memory usage dramatically. However, if the treatment is used to solve
the radiation field coupled with other physical fields, the CPU time and memory usage
will decrease remarkably.

4 Validations

Four calculations are used to confirm the effectiveness of the above methods, each in-
volving the supersonic flow, coupling between flow and solid heat conduction, radiation
transfer, and radiation heat exchange. The program was compiled on an ICC 9.1 and
operated on Intel Core2Duo E8400 CPU (master frequency is 3.0 GHz). The computation
only uses one core of CPU.

4.1 Axisymmetric convergent-divergent nozzle

The axisymmetric convergent-divergent nozzle (AN) has a throat with a diameter of
128.63 mm. The largest external diameter of the nozzle is 152.4 mm, and the contrac-
tion and expansion angles for the outer and inner walls are 15.05◦ and 2.12◦, respec-
tively [26]. The computational boundary conditions involve the following settings: NPR
(nozzle pressure ratio) was 10.1 and the ambient air velocity was Ma=1.2.

Block-structured grids were used in this and throughout all computations; the total
grid cell number was about 870 000, the largest grid aspect ratio being nearly 100.

The computational grids, predicted Mach number contours, and turbulent kinetic
energy distribution of the nozzle’s inner-outer flow are shown in Fig. 2. The outer flow
field creates an obvious boundary layer separation induced by the shock wave.

Computational residual convergence histories for different algorithms are shown in
Fig. 3, where I denotes the mixed analytical-numerical (implicit) algorithm, E denotes the
flux modification explicit scheme, and T denotes traditional method each of which were
used in solving the turbulence model equation; in the determination of the N-S solution,
M denotes that the multigrid strategy mentioned above was employed while S denotes
that only a single grid was employed; "residual" is in reference to the N-S equation iter-
ation residual, "residualK" is in reference to the K−ǫ model equations iteration residual
(used throughout all computations).

It can be seen that, when using the implicit algorithm with multigrid acceleration to
solve the N-S equations, the stiffness of the two-equation turbulence model resulted in a
calculational bottleneck. The mixed analytical/implicit-iteration algorithm can be clearly
seen to enhance the calculation efficiency compared with other algorithms. Comparison
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Figure 2: Computational grids, Mah number ontours, and turbulent kineti energy distribution.
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Figure 3: Computation onvergene history of axisymmetri nozzle �ow �eld.
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Figure 4: Inner (left) and outer (right) wall surfae pressure distributions of an axisymmetri nozzle.
of computed results and experiment data [26] for the inner-outer wall surface pressures
of the nozzle is shown in Fig. 4.

4.2 Water-cooling nozzle in rocket engines

As shown in Fig. 5, an axisymmetric nozzle was elected in demonstrating water cooling
within a rocket engine [27]. The NPR was set at 5.1, and the inlet total temperature was
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Figure 5: Mah number and temperature distribution of the water-ooled nozzle.

Figure 6: Temperature distribution of the nozzleouter wall[27℄. Figure 7: Temperature distribution of the nozzleinner wall.
843.33 K. The outer wall temperature distribution was given by test, as shown in Fig. 6.
Simulation of the temperature distribution of the inner wall of the nozzle agreed well
with experimental results (see Fig. 7).

4.3 Cylindrical furnace

The furnace is a hypothetic cylinder chamber 6m in length and 2 m in diameter. The
furnace wall is assumed to be a black-surface at a temperature of 500 K. The temperature
distribution of the gray gas in the furnace [28] is shown in Fig. 8.
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Figure 8: Temperature distribution of gas and omputation grids.

Figure 9: Comparison of predited results and ex-at solutions[28℄ of furnae wall radiation heattransfer. radiation intensity (kW/Sr)
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Figure 11: Sketh of the priniple underlying the radiation symmetri plane.
The computational grids were coarse in this case, and the resolution of spatial angle

reached only 10×10 (angle of circumference by zenith angle, same as below), although the
simulation of the wall radiation heat flux agreed satisfactorily-well with exact solutions
[28] (Fig. 9).

The distribution of gas radiation intensities for different detection directions (angle
with z axis) under the assumption of a completely-transparent furnace wall are shown
in Fig. 10. It can be seen that the results obtained in the quadrant computational domain
(using two radiation symmetric planes simultaneously, the sketch is shown in Fig. 11)
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agree very well with that in the complete computational domain, thus implying that the
method described in Section 3.4 is very effective.

4.4 Gas spectral absorptivity

The database of the SNB model parameters for each spectral band was deduced with the
method described in Section 2.3. Partial results for H2O (vapor) at 2.7 microns are listed
in Table 1; these are completely consistent with published literature [29].Table 1: SNB model parameters for H2O (vapor) at 2.7 mirons

500 K 1 000 K
υ(cm−1) k̄υ(atm−1•cm−1) 1/d̄υ(cm−1) b̄υ(cm−1) k̄υ(atm−1•cm−1) 1/d̄υ(cm−1) b̄υ(cm−1)

3300 0.0106 2.3295 0.0344 0.0546 7.9797 0.0215
3350 0.0187 2.4099 0.0358 0.0948 6.6236 0.0223
3400 0.0347 2.2523 0.0361 0.1490 6.0435 0.0226
3450 0.0599 1.9840 0.0360 0.2097 4.5005 0.0225
3500 0.1898 1.8879 0.0366 0.3684 4.3366 0.0229
3550 0.3185 1.7585 0.0379 0.3528 4.4485 0.0237
3600 0.4796 1.2362 0.0363 0.3383 3.9308 0.0227
3650 0.3850 1.1915 0.0363 0.3007 4.7914 0.0227
3700 0.6716 1.9464 0.0362 0.5272 3.9029 0.0227
3750 0.2119 1.4564 0.0346 0.1237 5.5833 0.0217
3800 0.3862 1.1784 0.0341 0.1843 4.6281 0.0213
3850 0.6092 1.4209 0.0320 0.3769 3.7005 0.0200
3900 0.3524 1.3582 0.0295 0.3889 3.1646 0.0185
3950 0.0752 1.6109 0.0278 0.1979 3.2424 0.0174

Comparison of the CO2 absorptivities at wavelength of 4.3 microns predicted by SNB,
the FVM-SNB correlated-k (CK) models, and Ludwig experiment data [30] are shown in
Fig. 12. Calculation conditions were as follows: P=15 900 Pa, T=1 200 K, thickness L=15.05

Figure 12: Comparison of CO2 absorptivities at 4.3 mirons from modeling and experiment [30℄.
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cm, and CO2 concentration of 100%. The 1-D computational grid number used in the
finite-volume method was 10.

5 Applications

5.1 Axisymmetric ejecting nozzle (AEN)

The axisymmetric ejecting nozzle is composed of a primary nozzle and an ejecting sleeve.
The primary nozzle is the same as described in Section 4.1. The height of the annular
ejecting passage between the primary nozzle and the sleeve is 9.0 mm, and the thickness
of the wall of the sleeve is 1.0 mm.

The computational domain covered a quadrant about the axial direction, and the total
grid number was about 830 000, as shown in Fig. 13; there red grids denote the stainless
steel primary nozzle, green grids denote the sleeve structure composed of aluminium
alloy, and blue grids denote the flow field (the same color scheme is used throughout).

The boundary conditions were given as follows: the primary nozzle inlet total pres-
sure was 511 691 Pa, total temperature was 1 500 K, H2O (vapor) and CO2 in the gas were
generated from the chemical reaction of inner air (only 67% of air in primary nozzle par-
ticipated in the reaction) and fuel (C8H16). The ambient air velocity was Ma=0.6 near the
ground. The inlet air total pressure in the annular ejecting passage was set at 99% of the
ambient total pressure, and the total temperature was equal to ambient total tempera-
ture. The solid surface radiation emissivity of 0.8 (by oxidation) corresponds to that of
the metal of the nozzle.

Every 60 multigrid V iterations of the flow field, solid temperature and gas species
concentration would be followed with an iteration of the radiation transfer equation,
which was solved over just the coarsest grids (8 adjacent coarse grids merged together).
The resolution of the spatial angle was 8×9. Next, q̇r g and q̇r w , obtained by solving
radiation energy equations on the coarsest grids, would be incorporated into the fine
grids through trilinear interpolation.

The gas radiative heat source distribution of near wall boundary layer is shown in
Fig. 14. Higher temperatures were obtained for gas closest to the wall; in consequence,
more energy will radiate to the surrounding low temperature gas/wall. With both gas
and solid radiation, the predicted wall temperature was higher than with solely solid
radiation (Fig. 15). The reason is that the gas in the primary nozzle is at a higher temper-
ature than solid wall.

5.2 Chevron ejecting nozzle (CEN)

Eight Chevron trailing edges were attached to the primary nozzle of the axisymmetric
ejecting nozzle around the circumference. All other geometric parameters, grid-topology,
y + of near wall grid cells and computational boundary conditions were kept the same as
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Figure 13: Computational grids for the axisymmetri ejeting nozzle.

Figure 14: Gas radiative heat soure distribution in theboundary layer of nozzle inner wall. z(m)
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Figure 16: Computational grids for the Chevron ejeting nozzle.
those in Section 5.1. The total grid number was increased to about 890 000, as depicted in
Fig. 16.

The residual convergence history and occupying CPU time ratio of the above two ap-
plications are shown in Fig. 17 and Table 2. Memory usage for the whole computation
was 1.6 GB. Almost two-thirds of the whole computing time was spent in solving the gas
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Figure 18: Computation onvergene history of the Chevron ejeting nozzle.
radiation transfer equations. For just the solid radiation of the CEN, computational resid-
ual convergence histories of different algorithms are shown in Fig. 18. Compared with
Section 4.1, the stiffness of the two-equation turbulence model had a greater influence
on the convergence speed of the flow field, solid temperature field, species concentra-
tion field, and radiation heat transfer coupling computation. For the TM scheme, the
larger coupling stiffness caused the computation divergence due essentially to the great
disparity in iteration time steps between the N-S equations and the turbulence model
equations. Table 2: CPU time of eah term.

Computational term CPU time (%)

Flow field 31.8
Solid temperature 1.3
Species concentration 1.6
Radiation transfer and energy 65.3
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Figure 19: Temperature distributions of the primary nozzle (left) and the sleeve (right).
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Figure 21: Distributions of the radiation intensi-ties between 3-5 µm band.
The temperature distributions of the solid walls of the sleeve and the primary nozzle

are shown in Fig. 19. The temperature of the sleeve is much higher than the total temper-
ature of ejecting flow or ambient flow (308.5 K). This is apparently due to the radiation
heat transfer of the outer wall of the primary nozzle.

The iteration convergence information in solving the solid temperature field is shown
in Fig. 20. It can be seen that LUSGS pretreatment cannot guarantee computation stability.

The radiation signature of the two nozzles at different elevation angles (EA) are pre-
sented in Figs. 21-22. It can be seen that the CEN radiation signature is smaller than that
of the AEN.

Fig. 23 indicates that, being different from convergent nozzles [31], the CEN’s trailing
edge clearly does not shorten the jet length compared to a convergent-divergent nozzle.
The CO2 mass-concentration and velocity contours of both nozzles are shown in Fig. 24.
It can be seen that the thickness of the boundary layer for the CEN is much greater,
implying much faster mixing, than that for the AEN. Thus, the overall temperatures of
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Figure 22: Contours of the radiane between 3-5 µm band at 2 elevation angles.
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Figure 23: Comparison of AEN-CEN temperature distributions along the jet entral line.
Figure 24: CO2 mass-onentration (left) and Mah-number ontours (right) of both nozzle types.

the entire hot jet are lower for CEN than for AEN. It is known that the gas radiation
emission intensity is approximately proportional to the 4th power of temperature (the
Stefan-Boltzmann Law); hence the gas radiation signature is smaller for CEN than for
AEN.

6 Conclusions

The SNBCK model has been in development for several years, but previous work had
just applied the model to infrared predictions on simple-shaped structures, such as the
cuboid furnace and the axisymmetric plume. Combining with the finite volume method



1202 H. Hu, P. Bai and Q. Wang / Commun. Comput. Phys., 11 (2012), pp. 1182-1204

as treated in this paper, the SNBCK model can be applied now to the prediction of radia-
tion heat transfers and radiation signals from complex-shaped fluid machinery (such as
the axisymmetric and Chevron ejecting nozzles). Moreover, being different from previ-
ous calculation methods, which commence with calculations of the flow field and solid
heat conduction (without considering radiation heat transfer) and then infrared radia-
tion, a coupled model covering the just-mentioned physical phenomena was constructed
and employed in this paper. The results show that the effects of gas radiation on the
solid wall temperature cannot be neglected; moreover, the solid wall radiation, account-
ing for more than half of the nozzle radiation signal, is proportional to the fourth power
of the solid wall temperature, and therefore it is necessary to perform a more integrated
calculation with respect to radiation transfers. In this aspect, we find the following:

1. The stiffness of the two-equation turbulence model is one of the key factors affecting
computational efficiency of the coupled model. The mixed analytical-numerical
algorithm, which has been proposed and applied here, provides highly-improved
computational efficiency by significantly reducing the stiffness.

2. By applying BADI pretreatment, the computation efficiency and stability are higher
than that by LUSGS pretreatment if the BI-CGSTAB algorithm is used to deal with
the ill-conditioned matrix appearing in the coupled problem between flow and
solid heat conduction.

3. Treating the radiation symmetry plane as a mirror surface has been validated to be
effective and accurate.

4. Chevron’s trailing edge can not decrease effectively the jet length from a convergent-
divergent nozzle in the under-expanded state, but can enhance the mixing effect of
the main jet flow /ejecting flow /ambient flow. It also increases the thickness of the
low-temperature boundary layer in aft jet flow with high radiation absorptivity,
which clearly reduces the infrared radiation signature of CENs compared to AENs.
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