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Abstract. Discontinuities usually appear in solutions of nonlinear conservation laws
even though the initial condition is smooth, which leads to great difficulty in com-
puting these solutions numerically. The Runge-Kutta discontinuous Galerkin (RKDG)
methods are efficient methods for solving nonlinear conservation laws, which are high-
order accurate and highly parallelizable, and can be easily used to handle complicated
geometries and boundary conditions. An important component of RKDG methods
for solving nonlinear conservation laws with strong discontinuities in the solution is
a nonlinear limiter, which is applied to detect discontinuities and control spurious os-
cillations near such discontinuities. Many such limiters have been used in the litera-
ture on RKDG methods. A limiter contains two parts, first to identify the ”troubled
cells”, namely, those cells which might need the limiting procedure, then to replace
the solution polynomials in those troubled cells by reconstructed polynomials which
maintain the original cell averages (conservation). [SIAM J. Sci. Comput., 26 (2005),
pp. 995–1013.] focused on discussing the first part of limiters. In this paper, focused
on the second part, we will systematically investigate and compare a few different re-
construction strategies with an objective of obtaining the most efficient and reliable
reconstruction strategy. This work can help with the choosing of right limiters so one
can resolve sharper discontinuities, get better numerical solutions and save the com-
putational cost.
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1 Introduction

The Runge-Kutta discontinuous Galerkin (RKDG) methods for solving hyperbolic con-
servation laws are high-order accurate and highly parallelizable methods which can eas-
ily handle complicated geometries and boundary conditions. These methods have made
their way into the main stream of computational fluid dynamics and other areas of appli-
cations. The first DG method was introduced in 1973 by Reed and Hill [15] for the neutron
transport problem. A major development of this method was carried out by Cockburn et
al. in a series of papers [3–7], in which a framework to solve nonlinear time dependent
hyperbolic conservation laws was established. They adopted explicit, nonlinearly stable
high order Runge-Kutta time discretizations [18], DG space discretizations with exact or
approximate Riemann solvers as interface fluxes and TVB (total variation bounded) non-
linear limiter [17] to achieve nonoscillatory properties, and the method was termed as
RKDG method. We will briefly review this method in Section 2. Detailed description of
the method as well as its implementation can be found in the review paper [8].

Solutions of nonlinear hyperbolic conservation laws usually have discontinuities even
though the initial conditions are smooth, which leads to great difficulty in computing
these solutions numerically. An important component of RKDG methods for solving
conservation laws with strong shocks in the solution is a nonlinear limiter, which is ap-
plied to detect discontinuities and control spurious oscillations near such discontinuities.
Many such limiters have been used in the RKDG methods. Cockburn et al. developed
the minmod-type TVB limiter [3–7], which is a slope limiter using a technique borrowed
from the finite volume methodology. Biswas et al. proposed a moment limiter [1] which
is specifically designed for DG methods and works on the moments of the numerical so-
lution. This moment limiter was later improved by Burbeau et al. [2] and improved fur-
ther by Krivodonova [10]. There are also many limiters developed in the finite volume
and finite difference literature, such as various flux limiters [21], monotonicity-preserving
(MP) limiters [20] and modified MP limiters [16].

Although there are many limiters that we can use in the RKDG methods, none of
them is reported to be obviously better than the others for various problems. Numerical
experiments in the literature tell that different limiters usually behave differently for the
same problem and the same limiter may behave differently for different problems. There
is no guideline for people to choose a right limiter for a certain problem. So a systematic
study of limiters is necessary.

Qiu and Shu [14] adopted a new framework to devise a limiter for the RKDG meth-
ods. They divided a limiter into two separate parts. The first part is a ”troubled-cell
indicator”, which is a discontinuity detection strategy which detects the cells that are be-
lieved to contain a discontinuity and need the limiting procedure. The second part is a
solution reconstruction method which is applied only on the detected cells. The troubled-
cell indicators can come from any limiters or shock detecting techniques. Focused on the
first part of limiters, Qiu and Shu [13] presented an overview of the troubled-cell indi-
cators and made a comparison of their performance in conjunction with a high-order
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WENO (weighted essentially nonoscillatory) solution reconstruction method. In this pa-
per, focused on the second part, we will systematically investigate and compare a few
different reconstruction strategies with an objective of obtaining the most efficient and
reliable reconstruction strategy. This work can help with the choosing of right limiters
so one can resolve sharper discontinuities, get better numerical solutions and save the
computational cost.

The outline of the remainder of the paper is as follows. In Section 2 we briefly review
the RKDG methods in one dimension. Section 3 reviews the limiters used in this paper.
Numerical comparisons and computational results on a variety of test cases are presented
in Section 4 with conclusions following in Section 5.

2 Review of RKDG method

We consider the one-dimensional scalar conservation law
{

ut+ f (u)x =0,
u(x,0)=u0(x).

(2.1)

We divide the computational domain [0,L] into N cells with boundary points

0= x 1
2
< x 3

2
< ···< xN+ 1

2
= L.

Denote the center of cell Ii=[xi− 1
2
,xi+ 1

2
] by xi, and the length of cell Ii by ∆xi. The solution

as well as the test function space is given by Vk
h ={p:p|Ii

∈Pk(Ii)}, where Pk(Ii) is the space
of polynomials of degree at most k on cell Ii. We adopt the Legendre polynomials

W0(x)=1, Wl(x)=
1

2l l!

dl(x2−1)l

dxl
, l=1,··· ,k, (2.2)

as the local basis functions. However, we emphasize that the procedure described be-
low does not depend on the specific basis chosen for the polynomials and works also in
multiple dimensions. The Legendre polynomials are L2-orthogonal, namely,

∫ 1

−1
Wl(x)W

l
′ (x)dx=







2

2l+1
, if l= l

′
,

0, otherwise.

And now we can express our approximate solution uh as follows:

uh(x,t)=
k

∑
l=0

u
(l)
i (t)v

(i)
l (x) for x∈ Ii, (2.3)

where

v
(i)
l (x)=Wl(2(x−xi)/∆xi),
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and u
(l)
i (t) (l = 0,··· ,k) are the degrees of freedom. We will omit the argument t and

denote them as u
(l)
i in this paper.

In order to determine the approximate solution, we multiply (2.1) by test functions

v
(i)
l (x) (l=0,··· ,k), integrate over cell Ii, integrate by parts, and we are able to evolve the

degrees of freedom u
(l)
i :

∆xi

2l+1

d

dt
u
(l)
i −

∫

Ii

f (uh(x,t))
dv

(i)
l (x)

dx
dx+ f̂ (u−

i+ 1
2

,u+
i+ 1

2

)

−(−1)l f̂ (u−
i− 1

2

,u+
i− 1

2

)=0, l=0,··· ,k, (2.4)

where u±
i+1/2=uh(x±i+1/2,t) are the left and right limits of the discontinuous solution uh at

the cell interface xi+1/2, and f̂ (u−,u+) is a consistent and monotone (nondecreasing in the
first argument and nonincreasing in the second argument) flux for the scalar case and an
exact or approximate Riemann solver for the system case. The semidiscrete scheme (2.4)
is an ODE system. One discretizes it using the total variation diminishing (TVD) Runge-
Kutta time discretization introduced in [18], which completes the definition of RKDG
method. In this paper for k=1, we use the second order Runge-Kutta time stepping

φ(1)=φn+∆tL(φn), (2.5a)

φn+1=
1

2
φn+

1

2
φ(1)+

1

2
∆tL(φ(1)), (2.5b)

if the ODE system is denoted by φt = L(φ). For k= 2, we use the following third order
version

φ(1)=φn+∆tL(φn), (2.6a)

φ(2)=
3

4
φn+

1

4
φ(1)+

1

4
∆tL(φ(1)), (2.6b)

φn+1=
1

3
φn+

2

3
φ(2)+

2

3
∆tL(φ(2)). (2.6c)

3 Description of limiters

In this section, we describe a few commonly used limiters which are chosen for our nu-
merical comparisons.

1. Minmod-based TVB limiter (TVB limiter) [5]. Denote

u−
i+ 1

2

=u
(0)
i +ũi, u+

i− 1
2

=u
(0)
i − ˜̃ui. (3.1)

From (2.3) we can derive

ũi=
k

∑
l=1

u
(l)
i v

(i)
l (xi+ 1

2
), ˜̃ui =−

k

∑
l=1

u
(l)
i v

(i)
l (xi− 1

2
). (3.2)
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They are modified by the TVB-modified minmod function

ũ
(mod)
i = m̃(ũi,u

(0)
i+1−u

(0)
i ,u

(0)
i −u

(0)
i−1), (3.3a)

˜̃u
(mod)
i = m̃( ˜̃ui,u

(0)
i+1−u

(0)
i ,u

(0)
i −u

(0)
i−1), (3.3b)

where m̃ is given by

m̃(a1,a2,··· ,an)=

{

a1, if |a1|≤Mh2,
m(a1,a2,··· ,an), otherwise,

(3.4)

and the minmod function m is given by

m(a1,a2,··· ,an)=

{

s·min1≤j≤n |aj|, if sign(a1)=sign(a2)= ···=sign(an)= s,
0, otherwise.

(3.5)

The parameter M>0 is a constant.

Unfortunately, the TVB limiter constant M is dependent on the problem. There is no
automatic switching which works well for various situations. As it was pointed out in [4],
the resolution of solution is dependent on the choice of the constant M; and sometimes,
the case of k= 1 may give better resolution to shocks or contact discontinuities than the
case of k = 2 if an inappropriate M is used. Tuning M requires much experimental re-
search. But once we get the appropriate M, the TVB limiter will make the solution much
better. In this paper, M is chosen based on our numerical trials and experience and the
corresponding limiter is denoted by TVB-2.

2. Moment limiter of Biswas, Devine, and Flaherty (BDF limiter) [1]. The moments
are modified as follows:

u
(l),mod
i =

1

2l−1
m
(

(2l−1)u
(l)
i ,u

(l−1)
i+1 −u

(l−1)
i ,u

(l−1)
i −u

(l−1)
i−1

)

, 1≤ l≤ k, (3.6)

where m is again the minmod function. This limiter is applied adaptively. First, the
highest-order moment u(k) is limited. Then the limiter is applied successively to lower-
order moments when the next higher-order moment has been changed by the limiting.

3. A modification of the moment limiter by Burbeau, Sagaut, and Bruneau (BSB lim-
iter) [2]. We define

u
(l),m
i =

1

2l−1
m
(

(2l−1)u
(l)
i ,u

(l−1)
i+1 −u

(l−1)
i ,u

(l−1)
i −u

(l−1)
i−1

)

, 1≤ l≤ k. (3.7)

If u
(l),m
i 6=u

(l)
i , the moment u

(l)
i is replaced with

u
(l),mod
i =maxmod

(

u
(l),m
i ,u

(l),max
i

)

, (3.8)
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where

maxmod(a1,a2,··· ,an)=

{

s·max1≤j≤n |aj|, if sign(a1)= ···=sign(an)= s,
0, otherwise,

(3.9a)

u
(l),max
i =

1

2l−1
m
(

(2l−1)u
(l)
i ,u

(l−1)+

i+ 1
2

−u
(l−1)
i ,u

(l−1)
i −u

(l−1)−
i− 1

2

)

, (3.9b)

u
(l−1)+

i+ 1
2

=u
(l−1)
i+1 −(2l−1)u

(l)
i+1, u

(l−1)−
i− 1

2

=u
(l−1)
i−1 +(2l−1)u

(l)
i−1. (3.9c)

This limiting procedure is applied in the same adaptive way as BDF limiter.

4. A monotonicity-preserving limiter (MP limiter) [20]. Define

median(x,y,z)= x+m(y−x,z−x), (3.10)

where m is the minmod function. We modify the point value

u−,mod

i+ 1
2

=median
(

u−
i+ 1

2

,umin
i+ 1

2
,umax

i+ 1
2

)

, (3.11)

where

umin
i+ 1

2
=max

[

min(u
(0)
i ,u

(0)
i+1,uMD

i+ 1
2
),min(u

(0)
i ,uUL

i+ 1
2
,uLC

i+ 1
2
)
]

, (3.12a)

umax
i+ 1

2
=min

[

max(u
(0)
i ,u

(0)
i+1,uMD

i+ 1
2
),max(u

(0)
i ,uUL

i+ 1
2
,uLC

i+ 1
2
)
]

, (3.12b)

and

di =u
(0)
i+1−2u

(0)
i +u

(0)
i−1, (3.13a)

dM4X
i+ 1

2
=m(4di−di+1,4di+1−di,di,di+1,di−1,di+2), (3.13b)

uMD
i+ 1

2

=
1

2

(

u
(0)
i +u

(0)
i+1−dM4X

i+ 1
2

)

, uUL
i+ 1

2

=u
(0)
i +α

(

u
(0)
i −u

(0)
i−1

)

, (3.13c)

uLC
i+ 1

2
=u

(0)
i +

1

2

(

u
(0)
i −u

(0)
i−1

)

+
β

3
dM4X

i− 1
2

. (3.13d)

The point value u+
i− 1

2

is modified in a similar (symmetric) way. We take the parameters

α=2 and β=4 in the numerical tests in the next section, as suggested in [20].

5. A modified MP limiter (MMP limiter) [16]. The moments are limited to

u
(l),mod
i =φiu

(l)
i , 1≤ l≤ k, (3.14)

where
φi=min(1,|u(0)

i |/∆minui), ∆minui=u
(0)
i −min

x∈Ii

uh(x,t). (3.15)

This limiter relaxes the constraint of preserving monotonicity while enforcing weaker
constraints and is a sign-preserving limiter.
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6. A shock-detection technique by Krivodonova et al. (KXRCF shock-detector) [11].
Partition the boundary of a cell Ii into two portions ∂I−i and ∂I+i , where the flow is into
(~v·~n< 0, ~n is the normal vector to ∂Ii) and out of (~v·~n> 0) Ii, respectively. The cell Ii is
believed to contain a discontinuity if

∣

∣

∣

∫

∂I−i
(uh|Ii

−uh|Ini
)ds

∣

∣

∣

∆x
k+1

2
i

∣

∣∂I−i
∣

∣‖uh|Ii
‖

>1. (3.16)

Here Ini
is the neighbor of Ii on the side of ∂I−i and the norm is based on an element

average in one dimension.
This KXRCF shock-detector functions as the first part of the limiter, that is a troubled-

cell indicator. It is one of the three recommended troubled-cell indicators in the compar-
ison of different troubled-cell indicators carried out by Qiu and Shu [13]. It is also one
of the best troubled-cell indicators for the h- and r-adaptive RKDG methods presented
in [25]. The good performance of this shock-detector motivates us to use it to design
new limiters. In this paper, we add this shock-detector to the original limiters described
above to form new limiters and compare their performance. Each new limiter works
in the following way. It first uses KXRCF shock-detector to identify troubled-cells, and
then applies the original limiter only in these troubled-cells. We also combine this shock-
detector with the WENO solution reconstruction method introduced in [14] and a simple
WENO solution reconstruction method recently introduced in [24] (which are both de-
scribed below), and the resulting limiters are denoted by WENO limiter and SWENO
limiter, respectively. For the sake of convenience, all the limiters in this paper that in-
volve KXRCF shock-detector are called by KXRCF-type limiters. If a KXRCF-type limiter
is added to an original limiter, it is denoted by adding ”(K)” after the name of the original
limiter, for example TVB-2(K) limiter.

7. WENO solution reconstruction method [14]. From (2.3) we can derive

u
(l)
i =

2l+1

∆xi

∫

Ii

uh(x,t)v
(i)
l (x)dx, l=0,··· ,k. (3.17)

If we use numerical quadratures to compute the integrations in (3.17), to reconstruct cell

Ii’s degrees of freedom u
(l)
i (l=1,··· ,k), all we have to do is to reconstruct the point values

of uh at the quadrature points. As is indicated in [14], the following particular quadrature
points are used:

• k=1: two-point Gauss quadrature points x
i−

√
3

6

and x
i+

√
3

6

;

• k=2: four-point Gauss-Lobatto quadrature points xi− 1
2
, x

i−
√

5
10

, x
i+

√
5

10

and xi+ 1
2
.

Let us now reconstruct the point value at some quadrature point xG. For j= 0,··· ,k,
we have a k-th degree polynomial reconstruction pj(x) such that

1

∆xi+j−l

∫

Ii+j−l

pj(x)dx=u
(0)
i+j−l , l=0,··· ,k. (3.18)
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We also have a 2k-th degree polynomial reconstruction Q(x) such that

1

∆xi+l

∫

Ii+l

Q(x)dx=u
(0)
i+l , l=−k,··· ,k. (3.19)

Find the so called linear weights γ0,··· ,γk, which satisfy

Q(xG)=
k

∑
j=0

γj pj(xG). (3.20)

Then we compute the smoothness indicators

β j =
k

∑
l=1

∫

Ii

∆x2l−1
i

( ∂l

∂xl
pj(x)

)2
dx, j=0,··· ,k, (3.21)

and the nonlinear weights ω0,··· ,ωk,

ωj=
ω̄j

∑j ω̄j
, ω̄j =

γj

(ε+β j)2
, j=0,··· ,k. (3.22)

ε is a small number to avoid the denominator becoming zero. We use ε = 10−6 in all
computations in this paper. The final WENO approximation is then given by

uWENO(xG)=
k

∑
j=0

ωj pj(xG). (3.23)

8. A simple WENO solution reconstruction method [24]. Assume that we need to
reconstruct the solution on cell Ii. Denote the DG solution polynomial of u on cells Ii−1,
Ii, Ii+1 as p0(x), p1(x), p2(x), respectively. Denote

p̃0(x)= p0(x)− ¯̄p0+ ¯̄p1, p̃2(x)= p2(x)− ¯̄p2+ ¯̄p1, (3.24)

where

¯̄pj =
1

∆xi

∫

Ii

pj(x)dx, j=0,1,2.

We first compute the smoothness indicators

β j =
k

∑
l=1

∫

Ii

∆x2l−1
i

( ∂l

∂xl
pj(x)

)2
dx, j=0,1,2. (3.25)

For any linear weights γ0, γ1, γ2, we then compute the nonlinear weights ω0, ω1, ω2

ωj=
ω̄j

∑j ω̄j
, ω̄j =

γj

(ε+β j)2
, j=0,1,2. (3.26)

Finally, the final WENO reconstruction polynomial is given by

pSWENO
1 (x)=ω0 p̃0(x)+ω1p1(x)+ω2 p̃2(x). (3.27)

We take ε=10−6, γ0=0.001, γ1=0.998, γ2=0.001 in our numerical tests as in [24].
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Remark 3.1. For the case of hyperbolic systems, all the limiting procedures in this sec-
tion are performed in local characteristic directions. For details we refer to [4, 9]. The
two-dimensional case is not covered because of space limitation. We refer to the corre-
sponding original paper of each limiter.

4 Numerical tests and comparisons

In this section we provide a series of numerical examples to test and compare the lim-
iters. The limiters are performed after each inner stage in the Runge-Kutta time stepping.
A positivity-preserving technique [22] is used in all the test problems in order to avoid
negative density or negative pressure during the time evolution. We will focus on the
percentage of limited cells and the control of spurious oscillations in the comparison ac-
cording to the functions of limiters. Also, we will only plot the uniform-mesh results
obtained with a particular choice of cell number N to save space, and only plot the dis-
continuous regions (which we are interested in) in the solution figures for a better view
of details.

We use the one-dimensional Euler equations of gas dynamics with different initial
data as our one-dimensional test problems. The Euler equations are





ρ
ρv
E





t

+





ρv
ρv2+p

v(E+p)





x

=0. (4.1)

Here ρ is the density, v is the velocity, E is the total energy, p is the pressure, related to the
total energy by E= p/(γ−1)+ρv2/2 with γ=1.4.

Example 4.1. Single contact discontinuity. The initial condition is

(ρ,v,p)=

{

(ηρ,1,1), if x≤0,
(1,1,1), otherwise.

We choose ηρ=10n (n=1,··· ,6) in the numerical running but only the results for ηρ=106

are shown because the results for other choices of ηρ are similar. The computational
domain is [−5,5]. In TVB-2 limiter, the parameter M=100. We plot the density solutions
on [2.5,3.5] at T = 3 in Figs. 1 and 2. In these figures the solid line is the reference exact
solution and each ”�” or ”+” represents average density of a cell.

In Figs. 1 and 2 we can see that for the original limiters, contact discontinuities are well
resolved with TVB-2, BDF, BSB and MP limiters while oscillations appear with MMP lim-
iter for both k=1 and k=2 cases. For the KXRCF-type limiters, there are oscillations near
the discontinuity in all the cases of k=1. For k=2 all the solutions are well resolved ex-
cept that slight oscillations are observed with MMP(K) limiter. Compared to the original
limiters, adding KXRCF shock-detector causes slight oscillations for TVB, BDF, BSB and
MP limiters when k=1.
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Figure 1: Single contact discontinuity, density solutions, ηρ =106, N=200, k=1.

In order to compare the limiting efficiency, we mark every limited cell at each time
step and compute the average and maximum percentage of limited cells through all time
steps. These data are tabulated in Table 1, in which ”Ave” and ”Max” denote the aver-
age and maximum percentage of limited cells, respectively, and those data derived with
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Figure 2: Single contact discontinuity, density solutions, ηρ =106, N=200, k=2.

KXRCF-type limiters are marked with ”(K)”. This table demonstrates the different be-
haviors of different limiters for the same problem. In this test problem BDF, BSB and
MP limiters do much more limiting than the other original limiters. For KXRCF-type
limiters, all of them do a low amount of limiting, no matter how much limiting their cor-
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Table 1: Single contact discontinuity, average and maximum percentage of limited cells, N=200.

k=1 k=2

Limiter Ave Max Ave(K) Max(K) Ave Max Ave(K) Max(K)

TVB-2 3.53 5.50 1.98 4.00 5.42 10.00 0.77 7.50

BDF 16.36 27.00 4.57 7.00 43.06 87.50 4.73 7.00

BSB 32.68 65.50 4.20 6.50 63.16 86.00 4.74 7.00

MP 69.65 94.00 5.37 8.00 67.16 85.50 3.03 6.50

MMP 9.25 10.00 7.58 9.50 9.04 10.00 6.37 9.50

WENO − − 9.32 12.50 − − 7.91 9.50

SWENO − − 10.80 13.50 − − 6.21 8.00

responding original limiters do. For this problem,using KXRCF shock-detector to locate
discontinuous regions before limiting reduces the solution reconstruction work to a low
amount.

Example 4.2. Single shock. The initial condition is

(ρ,v,p)=











(1,0,1), if x≤0,
(1+6ηp

ηp+6
,

1−ηp
√

1.2ηp+0.2
,ηp

)

, otherwise.

We choose ηp = 10n (n= 2,··· ,5) in the numerical running but only show the results for
ηp = 105. The computational domain is [−50,50] and the parameter M = 20 in TVB-2
limiter. We solve this problem till T=0.1.

We plot the density solutions on [−37,−32] in Figs. 3 and 4. We observe slight os-
cillations for BSB(K) limiter and obvious oscillations for MMP and MMP(K) limiters in
both k=1 and k=2 cases. The shocks are smeared more with WENO limiter though it is
oscillatory free, and SWENO limiter smears the most in this test problem.

Table 2 gives average and maximum percentage of limited cells. We again see that
BDF, BSB and MP limiters do much more limiting while all the other limiters do a com-
parable low amount of limiting.

Table 2: Single shock, average and maximum percentage of limited cells, N=1000.

k=1 k=2
Limiter Ave Max Ave(K) Max(K) Ave Max Ave(K) Max(K)

TVB-2 0.36 0.50 0.34 0.50 1.09 1.30 1.08 1.30

BDF 8.16 15.60 0.43 0.50 11.38 21.10 0.69 0.80

BSB 11.19 21.60 0.48 0.70 12.62 23.50 0.72 1.00

MP 9.58 15.00 0.49 0.60 10.29 19.30 0.90 1.10

MMP 0.45 0.50 0.44 0.50 0.84 0.90 0.84 0.90

WENO − − 0.74 0.90 − − 0.70 0.80

SWENO − − 1.24 1.50 − − 1.23 1.60
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Figure 3: Single shock, density solutions, ηp =105, N=1000, k=1.

Example 4.3. Lax problem [12]. The initial condition is

(ρ,v,p)=

{

(0.445,0.698,3.528), if x≤0,
(0.5,0,0.571), if x>0.
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Figure 4: Single shock, density solutions, ηp =105, N=1000, k=2.

The computational domain is [−5,5] and the parameter M=20 in TVB-2 limiter. We solve
this problem until a simulation time of 1.3.

We plot the density solutions on [1.4,3.8] in Figs. 5 and 6. We can see from these
figures that adding KXRCF shock-detector brings slight oscillations to BDF, BSB and MP
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Figure 5: Lax problem, density solutions, N=200, k=1.

limiters near the contact discontinuity when k = 1. Oscillations are also observed with
MMP and MMP(K) limiters when k = 1 and with MMP(K) and SWENO limiters when
k=2.

We give average and maximum percentage of limited cells in Table 3. In this test
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Figure 6: Lax problem, density solutions, N=200, k=2.

problem BDF, BSB and MP limiters again do much more limiting than the other original
limiters. MMP limiter does the least limiting but it does too little to control the oscilla-
tions when k=1. For KXRCF-type limiters, all of them do a considerable low amount of
limiting. We also see that adding KXRCF shock-detector to the original limiters reduces
the solution reconstruction work.
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Table 3: Lax problem, average and maximum percentage of limited cells, N=200.

k=1 k=2

Limiter Ave Max Ave(K) Max(K) Ave Max Ave(K) Max(K)

TVB-2 1.18 2.00 0.99 2.00 1.98 4.50 1.73 4.00

BDF 24.19 40.00 2.00 3.50 36.71 64.50 2.62 5.00

BSB 32.30 58.50 1.87 3.50 35.56 62.00 2.60 5.00

MP 33.06 45.50 2.09 3.50 29.51 48.00 2.64 4.00

MMP 0.44 1.50 0.31 0.50 0.32 1.50 0.28 1.00

WENO − − 1.74 4.50 − − 2.32 5.00

SWENO − − 2.84 6.50 − − 2.40 5.00

Example 4.4. Shu-Osher problem [19]. Solution of this test problem contains both shocks
and complex smooth regions. The initial condition is

(ρ,v,p)=

{

(3.857143,2.629369,10.333333), if x<−4,

(1+0.2sin(5x),0,1), if x≥−4.

The computational domain is [−5,5] and the parameter M = 100 in TVB-2 limiter. We
solve this problem up to T=1.8.

Table 4 gives data of average and maximum percentage of limited cells. This table
provides the same information as the previous tables. We again see that BDF, BSB and
MP limiters do a lot of limiting while the others do much less. Results of density solutions
on [−3,2.5] are shown in Figs. 7 and 8. All the KXRCF-type limiters introduce oscillations
near the small jumps when k=1 while all the original limiters do not. We also notice that
BDF(K) and BSB(K) limiters give better approximations in the complex smooth region
than BDF and BSB limiters, respectively.

Table 4: Shu-Osher problem, average and maximum percentage of limited cells, N=400.

k=1 k=2

Limiter Ave Max Ave(K) Max(K) Ave Max Ave(K) Max(K)

TVB-2 0.97 2.50 0.60 1.25 1.92 4.25 1.44 2.25

BDF 27.91 52.25 0.94 1.50 29.63 56.25 1.59 3.75

BSB 26.82 49.75 0.91 1.50 29.00 54.75 2.04 4.50

MP 22.39 39.00 1.20 1.75 22.17 37.75 1.64 3.00

MMP 0.31 0.50 0.31 0.50 0.38 0.50 0.10 0.50

WENO − − 1.48 2.50 − − 1.54 3.00

SWENO − − 1.65 2.50 − − 2.97 5.50
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Figure 7: Shu-Osher problem, density solutions, N=400, k=1.

Example 4.5. The blast wave problem [23]. This classical test problem involves interac-
tion of blast waves and its initial condition is given by

(ρ,v,p)=







(1,0,1000), if 0≤ x<0.1,
(1,0,0.01), if 0.1≤ x<0.9,
(1,0,100), if 0.9≤ x≤1.
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Figure 8: Shu-Osher problem, density solutions, N=400, k=2.

We compute the solution till T = 0.038. In the TVB-2 limiter, the parameter M = 100.
Reflective boundary conditions are applied to both ends.

We give the numerical results in Table 5 and Figs. 9 and 10 (density solutions on
[0.5,0.9] are shown). We can see again that BDF, BSB and MP limiters result in too much
limiting. MMP and MMP(K) limiters do the least limiting and give the best resolution of
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Figure 9: The blast wave problem, density solutions, N=400, k=1.

the shocks, but they introduce small oscillations. Shocks are seriously smeared and the
solutions are poor with WENO and SWENO limiters.

Example 4.6. Two-dimensional Burgers equation. In this last example we consider the
two-dimensional Burgers equation



H. Zhu, Y. Cheng and J. Qiu / Adv. Appl. Math. Mech., 5 (2013), pp. 365-390 385

+++++++++++++++++++++++++++++++++
++
+
+
+
++
++++

+++++++
++++++

+

+

+

++++++++++++++++++++++++++++++++++++++
++
+
+
+
++++++++++++++++

+

+

+

+
+++++++++++++++++++++++

++++++++++++++

x

D
en

si
ty

0.5 0.6 0.7 0.8 0.9

0

1

2

3

4

5

6

7

Reference
TVB-2
TVB-2(K)+

+++++++++++++++++++++++++++++++++
++
+
+
+
++
+++++

++++++++
+++++

+

+

+++++++++++++++++++++++++++++++++++++++
+
+
+
+++++++++++++++++

+

+

+

+
+++++++++++++++++++++++

+
+++++++++++++

x

D
en

si
ty

0.5 0.6 0.7 0.8 0.9

0

1

2

3

4

5

6

7

Reference
BDF
BDF(K)+

+++++++++++++++++++++++++++++++++
++
+
+
+
+
++
++++++

+++++++++
++

+

+
++++++++++++++++++++++++++++++++++++++++

+
+
+
++
++++++++++++++

+

+

+

+
+++++++++++++++++++++++

+
+++++++++++++

x

D
en

si
ty

0.5 0.6 0.7 0.8 0.9

0

1

2

3

4

5

6

7

Reference
BSB
BSB(K)+

++++++++++++++++++++++++++++++++++
++
+
+
+
++++++

++++++++
++++

+

+

+
+++++++++++++++++++++++++++++++++++++++++

+
+

+

+
+++
+++++++++

+
+

+

+

+
++++++++++++++++++++++++

+
+++++++++++++

x

D
en

si
ty

0.5 0.6 0.7 0.8 0.9

0

1

2

3

4

5

6

7

Reference
MP
MP(K)+

+++++++++++++++++++++++++++++++++++
+
+
+
+
+
++
+++++++++++++

+++++

+
+++++++++++

++
++++++

+
++++++++

+++
++++++++++

+
+

+

+

+

+
+
+++++++

+

+

+

+

+

+
+++++++++++++++++++++++

+++++++++++++++

x

D
en

si
ty

0.5 0.6 0.7 0.8 0.9

0

1

2

3

4

5

6

7

Reference
MMP
MMP(K)+

+++++++++++++++++++++++++++++++++
++
++
+
++
+++
++++

++++++++
+++
+

+

+++++++++++++++++++++++++++++++++++++++
++
++
+
+
+
++
++++++++

+
+

+

+

+

+

+
+
+++++++++++++++++++++++

+++++++++++++

x

D
en

si
ty

0.5 0.6 0.7 0.8 0.9

0

1

2

3

4

5

6

7

Reference
WENO
SWENO+

Figure 10: The blast wave problem, density solutions, N=400, k=2.

ut+
(u2

2

)

x
+
(u2

2

)

y
=0, −2≤ x,y≤2, (4.2)

with the initial condition u(x,y,0)= 0.5+sin(π(x+y)/2) and periodic boundary condi-
tions. The exact solution is one-dimensional depending only on ξ = x+y; however, our
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Table 5: The blast wave problem, average and maximum percentage of limited cells, N=400.

k=1 k=2

Limiter Ave Max Ave(K) Max(K) Ave Max Ave(K) Max(K)

TVB-2 4.92 7.25 4.23 7.25 10.84 15.00 8.71 13.75

BDF 47.51 74.50 6.15 9.50 54.38 85.25 11.91 19.00

BSB 48.70 78.75 5.79 10.50 56.00 91.00 11.01 18.50

MP 21.29 29.75 6.72 10.75 24.71 34.50 10.38 14.25

MMP 2.20 3.50 1.63 3.00 3.65 6.25 2.01 4.00

WENO − − 10.53 16.75 − − 10.50 14.50

SWENO − − 13.48 20.75 − − 16.84 24.50

Table 6: Two-dimensional Burgers equation, average and maximum percentage of limited cells, 160×80 cells.

k=1 k=2

Limiter Ave Max Ave(K) Max(K) Ave Max Ave(K) Max(K)

TVB-2 2.76 8.12 0.86 3.12 1.66 6.25 0.99 4.38

BDF 8.75 13.75 0.86 3.12 7.05 13.75 1.29 3.75

BSB 7.85 13.12 0.85 3.12 6.22 11.88 1.25 3.75

MP 2.16 9.38 0.90 3.12 2.13 9.38 1.44 5.62

MMP 7.04 10.62 0.62 2.50 5.32 10.00 1.03 5.00

WENO − − 1.15 4.38 − − 1.48 4.38

SWENO − − 1.28 3.75 − − 1.96 5.62

meshes are uniformly rectangular in the (x,y) coordinates, and thus this example is a
truly two-dimensional test problem. The parameter M=1 in the TVB-2 limiter. We com-
pute the solutions with 160×80 cells until t=1.5/π and plot the solution on the diagonal
cells in Figs. 11 and 12. We can see that all the limiters obtain satisfactory numerical ap-
proximations with sharp and nonoscillatory shock transitions except that overshoots are
observed with MMP, MMP(K) limiters for k=1 and MP, MP(K), MMP, MMP(K) limiters
for k = 2. Table 6 gives data of average and maximum percentage of limited cells. We
can see from this table that all the original limiters do a low amount of limiting and the
amount of limiting done by KXRCF-type limiters is even lower.

5 Concluding remarks

In this paper, we numerically study and compare multiple limiters through a series of
classical test problems. Detailed numerical results are presented in order to gain a better
understanding of each limiter. The numerical results show that (i) TVB-2 limiter behaves
consistently well in all examples but it has a parameter to tune artificially which is a
serious defect of this limiter, that (ii) BDF, BSB and MP limiters usually do too much
limiting, that (iii) MMP limiter often causes oscillations because it does too little limiting,
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Figure 11: Two-dimensional Burgers equation, solution that cuts along the diagonal with 160×80 cells, k=1.

that (iv) WENO and SWENO limiters often introduce more smearing of jumps, that (v)
using KXRCF shock-detector to locate discontinuities before limiting can reduce the work
of solution reconstruction to a considerable low amount, but often brings oscillations
when k=1.
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Figure 12: Two-dimensional Burgers equation, solution that cuts along the diagonal with 160×80 cells, k=2.
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