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Abstract. The aim of this paper is to develop an efficient numerical method to com-
pute the eigenvalues of the stability analysis of a problem describing the motion of a
fluid within a cylindrical container heated non-homogeneously from below. An ax-
isymmetric stationary motion settles in, at certain values of the external parameters
appearing in the set of partial differential equations modeling the problem. This ba-
sic solution is computed by discretizing the equations with a Chebyshev collocation
method. Its linear stability is formulated with a generalized eigenvalue problem. The
numerical approach (generalized Arnoldi method) uses the idea of preconditioning
the eigenvalue problem with a modified Cayley transformation before applying the
Arnoldi method. Previous works have dealt with transformations requiring regularity
to one of the submatrices. In this article we extend those results to the case in which
that submatrix is singular. This method allows a fast computation of the critical eigen-
values which determine whether the steady flow is stable or unstable. The algorithm
based on this method is compared to the QZ method and is found to be computation-
ally more efficient. The reliability of the computed eigenvalues in terms of stability is
confirmed via pseudospectra calculations.
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1 Introduction

The problem of thermoconvective instabilities in fluid layers driven by a temperature
gradient has become a classical subject in fluid mechanics [1, 21]. It is well known that
two different effects are responsible for the onset of motion when the temperature differ-
ence becomes larger than a certain threshold: gravity and capillary forces. The numerical
resolution of these hydrodynamical problems has been widely studied [8, 10, 12]. In [13]
the linear stability analysis of some convection problems is solved with a Chebyshev
collocation method in the primitive variable formulation taking appropriate boundary
conditions for pressure. In [15, 16] the method is applied to study a laterally heated fluid
within an annulus. In this work we focus on a physical set-up that has been thoroughly
studied in [20]. It consists of a fluid filling a cylindrical container. The upper surface is
open to the air and the fluid is heated from below with a Gaussian temperature profile.
The stationary and axisymmetric solution that appears at certain values of the external
parameters, referred to as the basic state, is computed by using a Chebyshev colloca-
tion method as detailed in [20]. The linear stability analysis of these solutions is also
formulated in its discrete version with a Chebyshev collocation method. The associated
generalized eigenvalue problem has a novel matrix structure. The aim of this paper con-
sists of describing an efficient numerical technique to compute the eigenvalues in this
case. Pseudospectra are also calculated.

Many applications require the computation of eigenvalues in generalized eigenvalue
problems. In particular these arise in the numerical study of linear stability of partial
differential equations. There exist several methods to compute eigenvalues. For low di-
mensional matrices such as those appearing when collocation methods are used, the QZ
algorithm is the standard method [11]. As this technique requires the computation of
the whole set of eigenvalues, it is computationally very demanding. A more appropri-
ate choice to treat these and even larger problems, are the selective algorithms which
only compute the eigenvalues with largest real part, i.e., those closer to the instability
threshold. The Jacobi-Davidson QZ method has been used in this context [26], but the
most common algorithm of these is the Implicitly Restarted Arnoldi Method [17, 18, 24].
The application of this method to specific block structured matrices is treated in Ref. [5].
See [3, 22] for more recent exploration and application of these methods for finite ele-
ments in this context. The numerical approach implemented in this work uses the idea of
preconditioning the eigenvalue problem with a modified Cayley transformation before
applying the Arnoldi method. This idea has already been used in [5,23], but some results
need to be proved before it can be extended to the resulting block structured matrices
that appear with our collocation discretization. In particular if we express the problem as
Aw=λBw, where

A=

[
K C

ĈT 0

]
, B=

[
M 0
0 0

]
, w=

[
v
p

]
, (1.1)

the matrix M is singular whereas in the context of finite element approximation con-
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sidered in Ref. [5] the matrix M is positive definite. We prove that the modified Cay-
ley transformation can still be used to compute the critical eigenvalues which determine
whether the steady flow is stable or unstable. A comparison of the computing time be-
tween the standard QZ and the preconditioned Arnoldi method shows that the latter
is much more efficient as might be expected. Note that the matrix blocks that arise are
dense. Pseudospectra computations confirm the reliability of the eigenvalues and bifur-
cation thresholds.

The article is organized as follows. In Section 2 an overview of the physical prob-
lem behind the generalized eigenvalue problem is provided. The numerical approach to
compute critical eigenvalues using the Cayley transformation and the Arnoldi method
are explained in Section 3. Details of the algorithm, a comparison of its efficiency with
respect to the QZ method and pseudospectra computations are given in Section 4. In
Section 5 conclusions are summarized.
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Figure 1: Problem set-up.

2 Formulation of the problem

The physical set up considered (see Fig. 1) is that studied in [20]. It consists of a horizontal
fluid layer in a cylindrical container of radius l (r coordinate) and depth d (z coordinate).
The upper surface is open to the atmosphere which is at temperature T0, and the rigid
bottom plate is heated with a Gaussian temperature profile. The imposed temperature is
Tmax at r=0 and Tmin at the outer part (r= l). We define ∆Tv =Tmax−T0, ∆Th =Tmax−Tmin

and δ=∆Th/∆Tv.

2.1 Equations and boundary conditions

The system evolves according to the momentum and mass balance equations and to the
energy conservation principle. The governing dimensionless equations [20] are the con-
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tinuity equation,
∇·u=0, (2.1)

the energy balance equation,
∂tΘ+u·∇Θ=∇2Θ, (2.2)

and the Navier-Stokes equations,

∂tu+(u·∇)u= Pr
(
−∇p+∇2u+RΘez

)
, (2.3)

where u=(ur,uz,uφ) is the velocity field, Θ is the temperature and p is the pressure. The
dimensionless numbers are Pr which is the Prandtl number and R which is the Rayleigh
number. The unit vector in the vertical direction is ez.

The boundary conditions are as follows. The upper surface is flat and free slip, which
implies the following conditions on the velocity,

uz =∂zur =∂zuφ =0 on z=1. (2.4)

The lateral and bottom walls are rigid, so

ur =uφ =uz =0 on z=0, (2.5)

ur =uφ =uz =0 on r=Γ, (2.6)

where Γ= l/d.
As far as the temperature is concerned, we consider the dimensionless form of New-

ton’s law for heat exchange at the surface,

∂zΘ=−BΘ on z=1, (2.7)

where B is the Biot number. At the bottom a Gaussian profile is imposed,

Θ=1−δ(eb−2
−e(1−( r

Γ
)2)

2
b−2

)/(eb−2
−1) on z=0, (2.8)

where b is a measure of the width of the profile. The lateral wall is insulated,

∂rΘ=0 on r=Γ. (2.9)

The use of cylindrical coordinates, which are singular at r =0, requires regularity condi-
tions on velocity, pressure and temperature fields which are expressed as follows [13, 20]

∂(urer +uφeφ)

∂φ
=∂φuz =∂φ p=∂φΘ=0 on r=0, (2.10)

where er and eφ are the unit vectors in the r and φ directions respectively. The fact that
the pressure is retained in the equations means that additional boundary conditions are
required. These conditions were obtained using the continuity equation at z =0 and the
normal component of the momentum equations on r=Γ and r=0 [13, 14, 20].
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2.2 Basic state

The horizontal temperature gradient at the bottom (i.e., δ 6= 0) leads to a stationary mo-
tion called the basic state: this is a time independent solution to the stationary problem
obtained from equations (2.1)-(2.3). The basic state is axisymmetric, therefore it only de-
pends on the r-z coordinates (i.e., all derivatives with respect to φ are zero). The velocity
field of the basic flow is restricted to u=(ur ,uφ=0,uz). For computational convenience the
domain [0,Γ]×[0,1] is transformed into Ω = [−1,1]×[−1,1]. This change of coordinates
introduces scaling factors in equations and boundary conditions which are not explic-
itly given here. The new version of equations (2.1)-(2.3) together with the boundary and
regularity conditions, are solved by treating the nonlinearity with an iterative Newton
method (see [20]). Each step in the iterative scheme is solved with a Chebyshev collo-
cation method. The unknown fields are expanded in a truncated series of Chebyshev
polynomials

ur =
n

∑
l=0

m

∑
s=0

aur

ls Tl(r)Ts(z), (2.11)

and similarly for the rest of the fields. These expansions are introduced into the equations
and boundary conditions and evaluated at the Chebyshev-Gauss-Lobatto points (rj,zi),

rj =−cos(jπ/n) , ∀ j=0,··· ,n, (2.12)

zi =−cos(iπ/m) , ∀ i=0,··· ,m, (2.13)

following evaluation rules that are detailed in [20]. Two types of numerical solutions are
found for different parameter values, linear flows and return flows which are formed by
one or several co-rotating rolls (see [20]). Fig. 2 displays temperature and velocity fields
for the linear flow type solutions.

2.3 Linear stability analysis

The stability of the basic state is studied by perturbating it with a vector field depending
on the r,φ and z coordinates, in a fully 3D analysis, for instance:

ur(r,φ,z)=ub
r (r,z)+ūr(r,z)exp(ikφ+λt), (2.14)

and similarly for uφ, uz, Θ and p. Here the superscript b indicates the corresponding
quantity in the basic state and the bar refers to the perturbation. Fourier modes along the
angular coordinate φ, satisfy the periodic boundary conditions as long as k is an integer.
Expression (2.14) and similar expressions for the rest of the fields are substituted into the
basic equations (2.1)-(2.3) and boundary and regularity conditions. The resulting system
is linearized and an eigenvalue problem in λ is obtained.

The eigenvalue problem is discretized following the method of [13] by expanding
perturbations ūr, ūφ, ūz, Θ and p in a truncated series of orthonormal Chebyshev poly-
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Figure 2: A basic linear flow, a) isotherms; b) velocity field. The parameters are Pr = 0.4, Γ = 10, B = 0.05,
δ=0.05, b=5 and R=1.9·104.

nomials as done for the basic state, i.e.,

ūr =
n

∑
l=0

m

∑
s=0

aūr

ls Tl(r)Ts(z), (2.15)

and similarly for ūφ, ūz, Θ̄ and p̄. There are P=5×(n+1)×(m+1) unknowns which are
determined by a collocation method. In particular, expansions (2.15) are substituted into
the eigenvalue problem and those are evaluated at the Gauss-Lobatto collocation points
(rj,zi) according to the following evaluation rules: the conveniently linearized Eqs. (2.1)-
(2.3) are evaluated at nodes i=1,··· ,m−1, j=1,··· ,n−1; the boundary conditions at z=−1,
(2.5) and (2.8) at i = 0, j = 1,··· ,n−1; the boundary conditions at z = 1, (2.4) and (2.7) at
i = m, j = 1,··· ,n−1 ; the regularity conditions at r = −1, namely (2.10), take different
expressions depending on the wavenumber k (see [13]). For k = 0 and k > 1 they are
evaluated at i =0,··· ,m, j =0. Although the conditions for the case k=1 are evaluated at
the same nodes, they are not sufficient and therefore the expansion of ūφ is reduced as
detailed in [13]; finally the boundaries at r=1, (2.6) and (2.9) at i=0,··· ,m, j=n.

The system of equations is completed with additional boundary conditions that elim-
inates any spurious modes for pressure. At z=−1, Eq. (2.1) is evaluated at nodes i=0, j=
1,··· ,n−1; at z=1 the second component of Eq. (2.3) is evaluated at nodes i=m, j=1,··· ,n;
at r = 1 the third component of Eq. (2.3) is evaluated at i = 0,··· ,m−1, j = n. With these
rules the matrix associated to the linear algebraic system is singular due to the fact that
pressure is defined up to an additive constant. To fix this constant the boundary condi-
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tion (2.3) in node i=m−2, j=n is replaced by a Dirichlet condition for pressure (i.e., p=0
at i=m−2, j=n). The eigenvalue problem is then transformed into its discrete form

Aw=λBw, (2.16)

where w is a vector which contains P unknowns and A and B are P×P matrices. The
discrete eigenvalue problem (2.16) has a finite number of eigenvalues λi, i=1,··· ,P.

b)a)

Figure 3: a) Isotherms on the horizontal plane at z=1 of the growing perturbation at an oscillatory instability

threshold Rc = 1.71·104, (δ =−0.03, b = 1.1); b) isotherms on the horizontal plane at z = 1 of the growing

perturbation at a stationary instability threshold Rc = 7.77·104, (δ= 1, b = 1). The rest of the parameters are
Pr=0.4, Γ=10 and B=0.05.

The stability condition for the discrete problem depends on λmax, where λmax =
maxRe(λi). A bifurcation occurs when λmax(R) changes from a negative value to a posi-
tive one as R varies. The value of Rc for which λmax(Rc)=0 is the critical value. λmax(Rc)
is a function of the wave number k. The eigenvalue with maximum real part corresponds
to k = kc that is the critical wave number. If this eigenvalue is complex the bifurcation
is oscillatory, and if it is real the instability is stationary. Depending on the parameters,
different instabilities are obtained: either stationary or oscillatory with different growing
modes. In Fig. 3, two different bifurcating structures are shown, a spiral wave with crit-
ical wave number kc = 1 or a stationary structure with kc = 7. The aim of this article is
to develop an algorithm which efficiently solves this eigenvalue problem as explained in
Section 3.

2.4 Numerical convergence

A test on the convergence of the method has been performed by increasing the order of
the expansion truncation. Table 1 shows the critical Rc values for different truncations in
the case in which β = 5 and δ = 0.05. Under the same conditions Fig. 4a) shows relative
differences between consecutive truncations:

ε(n×m)=
|Rn×m

c −R
(n−2)×(m−2)
c |

Rn×m
c

.
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Table 1: Critical Rc for different successive truncations of the expansions in Chebyshev polynomials. The set of
external parameters are: Pr=0.4, Γ=10, B=0.05, δ=0.05 and b=5.

m=9 m=11 m=13 m=15 m=17

n=29 19065 19066 19066 19066 19066
n=31 19063 19063 19063 19063 19063
n=33 19063 19064 19064 19064 19064
n=35 19063 19064 19064 19064 19064
n=37 19063 19064 19064 19064 19064

As the order increases the differences tend to zero. Fig. 4b) contains a logarithmic rep-
resentation of the same figure, the gradient which is nearly 5, represents the order of the
method.
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Figure 4: a) Relative differences ε between successive expansions as a function of the number of polynomials;
b) a logarithmic representation of a). The set of external parameters are Pr=0.4, Γ=10, B=0.05, δ=0.05 and
b=5.

3 Generalized Arnoldi method

In the eigenvalue problem (2.16), A, B and w have the block form described in the intro-
duction:

A=

[
K C

ĈT 0

]
, B=

[
M 0
0 0

]
, w=

[
v
p

]
, (3.1)

with n×n matrices K and M, and n×m matrices C and Ĉ (n>m). The values of n and m
are n=4(n+1)(m+1) and m=(n+1)(m+1).
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In [5, 6], a straightforward analysis of (2.16) and (3.1) is shown in the case when M is
positive definite and C = Ĉ is of full rank. In our case, the matrix M does not have these
properties and it is not even of full rank. Moreover, we deal with the case C 6= Ĉ but both
matrices have full rank. The fact that M has not full rank is due to the boundary condi-
tions we are considering, which are necessary to preserve pressure stability in the context
of the given approximation method. Another difference to the finite element approach is
that the matrix M is nonsymmetric. The fact that C 6= Ĉ is due to the discretization based
on a spectral method [7]. However, here we will show that a similar result to the one
obtained in [5] is possible.

In order to clarify our contribution in the case when M is singular we recall also some
results of Cliffe et al. [5]. We say that λ is a finite eigenvalue of (2.16) if λ∈C is a solution
of det(A−λB)=0, although we usually omit the adjective ‘finite’.

For generalized eigenvalue problems with singular B (as in our case) it is standard
to consider the concept of an ‘infinite’ eigenvalue. If (2.16) is rewritten as (1/λ)Aw = Bw,
then roughly speaking an ‘infinite’ eigenvalue is associated with w being a null vector of
B. Clearly, the eigenvalue computation in the presence of infinite eigenvalues presents
difficulties.

The first step in the study of the eigenvalue problem is to find the number of finite
eigenvalues of (2.16) with (3.1).

First we note that since C has full rank, the QR factorization of C has the form

C=QR=[Q1 Q2]

[
R1

0

]
(=Q1R1),

where R is n×m, R1 is m×m nonsingular and upper triangular, Q is n×n orthogonal,
Q1 is n×m and provides an orthonormal basis for range(C), and Q2 is n×(n−m) and
provides an orthonormal basis for C⊥. Analogously, for the matrix Ĉ we have

Ĉ= Q̂R̂=[Q̂1 Q̂2]

[
R̂1

0

]
(= Q̂1R̂1).

Before giving the results regarding to the number of finite eigenvalues of (2.16)-(3.1) we
will establish the structure of matrices C and M.

Remark 3.1. The structure of the matrix C is as follows:

C=
(

C1 Õ1 C2 Õ2 C3 Õ3 C4 Õ4 C5 Õ5

)T
. (3.2)

The size of the submatrices in C is (n−1)(m−1)×m for Ci, i=1,2, C3 is (m+1)×m, C4 is
m×m and C5 is n×m. The matrices Õi are filled with zeros and they have the following
sizes:

(n−1)(m−1)×m for Õ1, ((n−1)(m−1)+4(m+1))×m for Õ2,

3(m+1)×m for Õ3, 4(n−1)×m for Õ4, (3n−m−4)×m for Õ5.

In Fig. 5a) the shape of this matrix is displayed for n=7 and m=5.
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a) b) c)

Figure 5: a) Structure of the matrix C; b) structure of the matrix M; c) structure of the matrix Q2. The values
of n and m used are n=7 and m=5.

Remark 3.2. The structure of the matrix M is as follows:

M=





M1 O1 O1 O1

O1 M2 O1 O1

O1 O1 M3 O1

O1 O1 O1 M4

O2 O2 O2 O2

M5 O3 O3 O3

O4 O4 O4 O4

O5 O5 M6 O5

O6 O6 O6 O6





. (3.3)

The size of the submatrices in M is (n−1)(m−1)×(n+1)(m+1) for Mi, i=1,2,3,4, M5 is
(m−1)×(n+1)(m+1) and M6 is n×(n+1)(m+1). The matrices Oi are filled with zeros
and they have the following sizes:

(n−1)(m−1)×(n+1)(m+1) for O1, 8(m+1)×(n+1)(m+1) for O2,

(m−1)×(n+1)(m+1) for O3, (4n−3)×(n+1)(m+1) for O4,

n×(n+1)(m+1) for O5, (3n−m−4)×(n+1)(m+1) for O6.

In Fig. 5b) the shape of this matrix is displayed for n=7 and m=5.

Lemma 3.1. The matrix Q2 resulting from the QR factorization has the following form:

Q2 =
(

Q21 D21 Q22 D22 Q23 D23 Q24 D24

)
, (3.4)

where Q21 is n̄×(3(n−1)(m−1)−m), Q22 is n̄×(m+1), Q23 is n̄×m and Q24 is n̄×n. The
matrices D2i have the following sizes:

n̄×((n−1)(m−1)+4(m+1)) for D21, n̄×3(m+1) for D22,

n̄×4(n−1) for D23, n̄×(3n−m−4) for D24,
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and all of them are null matrices with the exception of a diagonal block, I21 in D21 of size ((n−
1)(m−1)+4(m+1))2 beginning at 3(n−1)(m−1)+1, I22 in D22 of size (3(m+1))2 beginning
at 4(n−1)(m−1)+5(m+1)+1, I23 in D23 of size (4(n−1))2 beginning at 4(n−1)(m−1)+
9(m+1) and I24 in D24 of size (3n−m−4)2 beginning at 4(n−1)(m−1)+9(m+1)+4(n−
1)+n.

Proof. Let ~u1,··· ,~um be the columns of the matrix C. By applying the Gram- Schmidt
method to these vectors we get the following orthogonal vectors

~v1 = ~u1,

~v2 = ~u2−
~u2◦~v1

~v1◦~v1
~v1,

~v3 = ~u3−
~u3◦~v1

~v1◦~v1
~v1−

~u3◦~v2

~v2◦~v2
~v2,

...

~vm = ~um−
~um◦~v1

~v1◦~v1
~v1−···−

~um◦~vm−1

~vm−1◦~vm−1
~vm−1.

All these vectors have zeros in the parts corresponding to Õi i = 2,··· ,5. Denoting by hi

the norm of ~vi, i=1,··· ,m, vectors ~wi =~vi/hi, i=1,··· ,m give us the columns of matrix Q1

in the QR factorization. Let {~em+1,··· ,~en̄} be the last n̄−m vectors of the canonical basis
of Rn̄ and consider

~vm+1 = ~em+1−
~em+1◦~v1

~v1◦~v1
~v1−···−

~em+1◦~vm

~vm◦~vm
~vm,

...

~vn = ~en̄−
~en̄◦~v1

~v1◦~v1
~v1−···−

~en̄◦~vn̄−1

~vn̄−1◦~vn̄−1
~vn̄−1.

It is clear that

~v3(n−1)(m−1)+1=~e3(n−1)(m−1)+1, ··· ,

~v4(n−1)(m−1)+4(m+1)+1=~e4(n−1)(m−1)+4(m+1)+1

because ~vi, i=1,··· ,3(n−1)(m−1), have the zeros corresponding to the block Õ2. Analo-
gously,

~v4(n−1)(m−1)+5(m+1)+1=~e4(n−1)(m−1)+5(m+1)+1, ··· ,

~v4(n−1)(m−1)+8(m+1)=~e4(n−1)(m−1)+8(m+1)

because of Õ3 and the same for the vectors corresponding to the blocks Õ4 and Õ5. Vectors
{~wi}

n̄
i=m+1 are the columns of Q2. So Q2 has the structure given in (3.4) (see also Fig. 5c).

This completes the proof of this lemma. �
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Theorem 3.1. If M singular has the form given in (3.3), the number of finite eigenvalues of the
eigenvalue problem (2.16) with (3.1) is r̄≤ (n−1)(3m−4)<n−m.

Proof. In [5], it is proven that the eigenvalue problem (2.16) and (3.1) has the same finite
eigenvalues as the ‘reduced’ eigenvalue problem of dimension n−m

QT
2 (K−λM)Q̂2z=0. (3.5)

It is straightforward to prove that the structure of product M̃=QT
2 M is

M̃=
(

M̃1 Ô1 M̃2 Ô2 M̃3 Ô3 M̃4 Ô4

)T
,

where M̃i, i = 1,··· ,4 are different from zero, M̃1 is (4(n−1)(m−1)−m)×n, M̃2 is (m+
1)×n, M̃3 is m×n and M̃4 is n×n; Ôi, i =1,··· ,4 are null matrices of the following sizes:
Ô1 is 4(m+1)×n, Ô2 is 3(m+1)×n, Ô3 is 4(n−1)×n and Ô4 is (3n−m−4)×n.

Problem (3.5) can be rewritten as QT
2 KQ̂2z = λQT

2 MQ̂2z. The number of finite eigen-
values of (3.5) is

r̄≤ rank(QT
2 MQ̂2)≤min{rank(M̃),rank(Q̂2)}

= rank(M̃)≤number of non null rows ofM̃}

=4(n−1)(m−1)−m+(m+1)+m+n=(n−1)(3m−4).

This completes the proof of this theorem. �

Conjecture 1. In fact if M has the form given in (3.3), the number of finite eigenvalues
of (2.16)-(3.1) is r̄ =(n−1)(3m−4). For all the numerical examples we have used this is
satisfied.

3.1 Cayley transform

The idea to calculate the eigenvalues of the problem Aw = λBw, which admits infinite
eigenvalues, is to transform it into another one with all its eigenvalues finite. This trans-
formation must be done in such a way that an infinite eigenvalue of the original problem
corresponds to a concrete and known finite eigenvalue for the new eigenvalue problem.
Also it must transform the finite eigenvalues of the original problem into the remaining
finite eigenvalues of the new problem in such a way that applying the Arnoldi method
to the transformed problem will give the eigenvalue for the original eigenvalue problem
with largest real part under inverse transformation.

Denote by λi, i=1,··· ,r, the r finite eigenvalues of (2.16) with (3.1) and by σ(A,B) the
set of these eigenvalues. We consider next the direct extension of the Cayley transform [5]
for the eigenvalue problem (2.16) with (3.1):

For α1,α2∈R with α2 <α1 <0 and α1 /∈σ(A,B), consider the problem

(A−α2B)w=µ(A−α1B)w. (3.6)
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It is not difficult to show that the eigenvalues of problem (3.6) are given by

µi =(λi−α2)/(λi−α1), i=1,··· ,r,

µi =1, i= r+1,··· ,n+m.

Here, the eigenvalue equal to 1 of multiplicity n+m−r arises from the infinite eigenvalue
of (2.16) with (3.1).

Let α1 and α2 be as above. For a general λ∈C, the equation

µ=C(λ)=(λ−α2)/(λ−α1) (3.7)

represents a conformal transformation between the λ and µ planes. The transformation
C(λ) has the very useful property that the values of λ lying to the right (left) of the line
Re(λ)= 1

2 (α1+α2) are mapped to C(λ) lying outside (inside) the unit circle:

Re(λ)≥ (≤)
1

2
(α1+α2) ⇔ |µ|≥ (≤)1. (3.8)

Following the idea of [9], if α1 and α2 are as above and µ = C(λ), λ∈C, is given by
(3.7), then

Re(λ)∈ (−∞,α2) ⇔ µ∈B

(
1

2
,
1

2

)
,

Re(λ)∈

(
α2,

1

2
(α1+α2)

)
⇔ µ∈

{
B(0,1)−B

(
1

2
,
1

2

)}
,

Re(λ)∈

(
1

2
(α1+α2),α1

)
⇔ µ∈{{z∈C : Re(z)≤1}−B(0,1)},

Re(λ)∈ (α1,0) ⇔ µ∈

{
{z∈C : Re(z)>1}−B

(
α1+α2

2α1
,
α2−α1

2α1

)}
,

Re(λ)∈ (0,∞) ⇔ µ∈B

(
α1+α2

2α1
,
α2−α1

2α1

)
.

The λ and µ planes are therefore divided into corresponding regions which are illustrated
in Fig. 6. The vertical line Re(λ)=α1 in the λ plane is transformed into the line Re(µ)=1
in the µ plane. The remaining vertical lines on the right and on the left of Re(λ)=α1 are
transformed into circles which have the common point µ = 1. It is verified in each case
that

lim
Im(λ)→±∞

C(λ)=1,

i.e., points in the λ plane with very large imaginary part are transformed into points
nearer to µ=1.
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Figure 6: Graphical description of the relationship of the regions in the µ and λ plane as given in Section 2.
Under µ=C(λ), region Iλ is mapped to region Iµ, etc. a) Original λ plane. b) Transformed µ plane.

3.2 Cliffe, Garratt & Spence (CGS) transform

As pointed out in [5] we could have some problems if the critical eigenvalue λ we are
looking for has the property that its transformed value, µ, satisfies |µ|≈1. This problem
can be solved if we can move the eigenvalue 1 where it does not cause difficulties. This
can be done with a simple modification of the Cayley transform as shown in [5]; it is
however required there that M has full rank. Here, a theorem for the case that M is
singular will be proven.

We introduce the following eigenvalue problem

[
K−α2M α3C

α3ĈT 0

][
v
p

]
= β

[
K−α1M C

ĈT 0

][
v
p

]
. (3.9)

Theorem 3.2. Assume α2 < α1, α1 /∈ {λi}
r
1, α3 /∈ {C(λi)}

r
1 and M is singular. Then (3.9) has

eigenvalues satisfying

βi =C(λi)=(λi−α2)/(λi−α1), i=1,··· ,r, (3.10a)

βi =1, i= r+1,··· ,n−m, (3.10b)

βi =α3, i=n−m+1,··· ,n+m. (3.10c)



322 M. C. Navarro et al. / Commun. Comput. Phys., 3 (2008), pp. 308-329

Proof. It is easy to prove that if µi =C(λi)=(λi−α2)/(λi−α1), i=1,··· ,r is an eigenvalue
of (3.6), then it is an eigenvalue of (3.9).

If µi =C(λi)=(λi−α2)/(λi−α1), i =1,··· ,r is an eigenvalue of (3.6), then there exists

[vi,pi]
T 6=0∈Rn+m such that

[
K−α2M C

ĈT 0

][
vi

pi

]
=µi

[
K−α1M C

ĈT 0

][
vi

pi

]
.

In particular, ĈTvi =0. If we take ṽi =vi and p̃i =(1−µi)/(α3−µi)pi, then we have

[
K−α2M α3C

α3ĈT 0

][
ṽi

p̃i

]
=µi

[
K−α1M C

ĈT 0

][
ṽi

p̃i

]
,

so βi =C(λi)=(λi−α2)/(λi−α1), i=1,··· ,r is an eigenvalue of (3.9).
We show now that β=1 is an eigenvalue of multiplicity n−m−r. Consider the prob-

lem
QT

2 ((α1−α2)M)Q̂2z=0 (3.11)

As rank(QT
2 MQ̂2z)=r, (3.11) has an eigenvalue 0 of multiplicity n−m−r. If 0 is an eigen-

value of (3.11) then ∃ z 6= 0∈Rn−m such as QT
2 ((α1−α2)M)Q̂2z = 0. Let us take v = Q̂2z

(note that then ĈTv=0) and p=0. We have

[
K−α2M α3C

α3ĈT 0

][
v
p

]
=

[
K−α1M C

ĈT 0

][
v
p

]
,

which indicates that β=1 is an eigenvalue of (3.9).
We will finally prove that β=α3 is an eigenvalue of multiplicity 2m. Denote

Ã=

[
K−α2M α3C

α3ĈT 0

]
, B̃=

[
K−α1M C

ĈT 0

]
.

Problem (3.9) is rewritten as Ãw = βB̃. Consider the problem (Ã−α3B̃)w = β̃B̃w, where
β̃=(β−α3). In an extended form it is

[
(1−α3)K−(α2−α1α3)M 0

0 0

][
v
p

]
= β̃

[
K−α1M C

ĈT 0

][
v
p

]
. (3.12)

Consider also the problem

[
(1−α3)K−(α2−α1α3)M C

ĈT 0

][
v
p

]
=σ

[
K−α1M 0

0 0

][
v
p

]
. (3.13)

It is clear that (3.13) has n−m finite eigenvalues because rank(K−α1 M) = n and all of
the eigenvalues are different from zero because the matrix on the left hand side is not
singular [5]. It can be easily proved that every finite eigenvalue of (3.13) is an eigenvalue
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Table 2: Eigenvalues C(λmax) and λmax obtained for different values of the number of iterations (it) in the

Arnoldi method. The values of the parameters are: Pr=1, Γ=10, B=0.05, δ=1, b=1, k=7 and R=5.9·104.
The values for α1 and α2 are −0.1 and −18, respectively.

C(λmax) λmax

it=5 −1.294 −7.902

it=12 −1.294 −7.902

it=13 0.999±0.320i −0.114±55.913i

it=55 0.999±0.320i −0.114±55.913i

it=95 0.999±0.320i −0.114±55.913i

of (3.12) and vice versa. As (3.12) has only finite eigenvalues because the matrix on the
right hand side is not singular, it has the eigenvalue β̃ =0 of multiplicity 2m. So β=α3 is
an eigenvalue of (3.9) of multiplicity 2m. �

We show this distribution of eigenvalues in an example. For n=7 and m=5 (n̄=192,
m̄ =48, r̄ =66) and after applying the Cayley transform, 174 eigenvalues are 1. With the
second transformation (3.9) for α3 = 0, 78(= n̄−m̄− r̄) eigenvalues stay as 1 and 96(=
2m̄) eigenvalues become 0. However, the remaining eigenvalues λ = 1 could give some
problems and some sensitive cases could take place. A sensitive case occurs when finite
eigenvalues with large imaginary parts appear. They are transformed via the Cayley
application to values of µ such that |µ| is close to 1. In this case the convergence of the
Arnoldi method becomes slower, but these cases become clear when enough iterations of
the Arnoldi method are performed. In Table 2 an example of this situation is shown. An
incorrect (non-extreme) value for the eigenvalue λ2=−7.902 is obtained with 12 iterations
or less, however the correct value λ1 =−0.114±55.913i is obtained after 13 iterations. We
have fixed the number of iterations at 15 in the following.

4 Numerical implementation

Another difficulty is introduced by the sensitive cases. The situation can be observed in
Figs. 6a) and 6b). In Fig. 6a) if we consider an eigenvalue λ1 belonging to region Iλ with
a large imaginary part and another eigenvalue λ2 ∈ I Iλ, λ2 = (α1+α2)/2 with Re(λ2) <

Re(λ1), λ1 is transformed into µ1 in Fig. 6b) with |µ1| close to 1 and λ2 is transformed
into µ2 in Fig. 6b). For the Arnoldi method, |µ2|> |µ1|, therefore if the method has to
choose between them, µ2 will be chosen and µ1 will be left out. In [19], the problem is
solved by moving the parameter α2 to the right and increasing the number of eigenvalues
s calculated at each step of the Arnoldi method. In this way there are less eigenvalues in
regions Iλ and I Iλ, more eigenvalues are calculated and therefore there is more chance
to capture all of them. However, an increase in CPU time is introduced by the increase
in the number of eigenvalues. We proceed differently. We fix the number of eigenvalues
s at 20, for instance, and we increase the value of α2 till at least one of the eigenvalues
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calculated by the Arnoldi method µp becomes inside I I Iµ or IVµ, i.e., as |µp|<1: we are
then sure that all the rest of the important eigenvalues have norm greater than |µp|, and
no eigenvalue in the regions Iµ, I Iµ or Uµ is lost. Therefore the corresponding λ are in
Iλ, I Iλ or Uλ and no important eigenvalue is left out. This means that C(λmax) is one of
the eigenvalues caught and λmax can be easily obtained using µ = C(λ). The proposed
algorithm follows this strategy as it is detailed next.

4.1 Algorithm

Input: The matrices K, M, C and Ĉ of the eigenvalue problem Aw = µBw. s, number of
eigenvalues to be computed; it, number of iterations in Arnoldi method; α1, α2 and α3,
parameters for the transforms (α3 =0 and the starting values of α2 and α1 are α2 =−6 and
α1 =−0.1).
Output: (λmax,vmax) eigenvalue with the largest real part and the corresponding eigen-
vector.

Algorithm 4.1:

1. Define matrices Â and B̂ using the parameters α1, α2 and α3.

2. Compute D = B̂\Â.

3. Compute using Arnoldi method the s eigenvalues of D with the largest magnitude: µi, i=1,··· ,s
with the Matlab function eigs.

4. Calculate in : the number of these eigenvalues with |µ|<1.

5. while in=0

(a) Increase α2, α2 =α2 · f actor where f actor<1.

(b) If α2 >α1 exchange the values of α1 and α2 between them.

(c) Define matrices Â and B̂ using the new values of α1 and α2.

(d) Compute the new D = B̂\Â.

(e) Compute the new s eigenvalues of D via Arnoldi method.

end

6. Calculate the λi, i=1,··· , s̄ finite eigenvalues using µ=C(λ)=(λ−α2)/(λ−α1).

7. Get λmax eigenvalue with the largest real part in 6, and its corresponding eigenvector vmax.

4.2 Efficiency

Efficiency is an important property of the new algorithm. Typically collocation meth-
ods and in particular our Chebyshev collocation method discretize the problem produc-
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Table 3: Computing time for the Arnoldi generalized (AG) algorithm and the Matlab command eig (QZ method)
for different values of m and n. The values of the parameters are the same as in Table 2.

n×m 23×7 27×9 31×11

AG 16.62 s 32.82 s 65.86 s

QZ 231.84 s 432.51 s 2073.4 s

Table 4: Eigenvalues C(λmax) and λmax obtained for Pr=1, Γ=14.70, B=0.05, δ=0.03, b=5 and k=0.

Stable case (R=1.49·104) Unstable case (R=1.53·104)
µ=1.767±10.065i µ=3.797±9.006i

λ=−0.055±0.583i λ=0.085±0.597i

Table 5: Eigenvalues C(λmax) and λmax obtained for Pr=1, Γ=14.70, B=0.05, δ=0.03, b=0.4 and k=19.

Stable case (R=1.465·104) Unstable case (R=1.49·104)
µ=67.314 µ=33.99

λ=−0.010 λ=0.079

ing matrices with many non-zero entries and moderate dimension (in our problem the
maximum is n+m = 1700). Table 3 compares the computing time required to find the
eigenvalue with the largest real part using the algorithm developed in this work with
the standard Matlab eig command, which uses the QZ method. For matrices of small
size, the difference in the computational time required by these algorithms reaches or-
der ten. As the size of the matrix increases the factor grows almost exponentially, and in
the largest case of those tested it rises up to a factor 40. This is due to the fact that the
QZ method requires the computation of the whole set of eigenvalues. In practice, appli-
cations such as computing bifurcations and instabilities of partial differential equations
do not need this computational effort. In fact the efficiency of the generalized Arnoldi
method becomes of great interest in studies such as that of Ref. [20] where an intensive
study of the solution bifurcations is performed depending on several external physical
parameters. If the time invested to compute one eigenvalue is multiplied by the number
of eigenvalue calculations required in the thermoconvective instability problems we are
dealing with, the new algorithm leads to a huge reduction of the overall computing time.

4.3 Detection of the bifurcations

Here, we show how this algorithm detects both Hopf and stationary bifurcations when
increasing the Rayleigh number R, the control parameter in this case. The eigenvalue
with maximum norm in the µ-plane obtained with the Arnoldi method corresponds
to the eigenvalue with largest real part in the λ-plane. A bifurcation occurs in the λ-
plane when, increasing the control parameter, an eigenvalue crosses the imaginary axis
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Figure 7: a) Eigenvalues and pseudospectra for the stable case of an oscillatory bifurcation at R=1.49·104. b)

Eigenvalues and pseudospectra for the unstable case of oscillatory bifurcation at R = 1.53·104. In both cases
the rest of the parameters are Pr=1, Γ=14.70, B=0.05, δ=0.03, b=5 and k=0.

(Re(λ)=0). In the µ-plane the corresponding eigenvalue crosses the Uλ circle boundary:

||z−(α1 +α2)/2α1||=(α1−α2)/2α1

(see Fig. 6). In Table 4, the value of the right-most eigenvalue λmax and its transform µ=
C(λmax) are given for a wavenumber k=0 at R=1.49·104 before an oscillatory bifurcation
takes place (left column), and at R = 1.53·104 once the state has became unstable (right
column). In Fig. 7 we have displayed both states, stable (Fig. 7a) and unstable (Fig. 7b)
in the µ plane. The eigenvalues are plotted as black dots. We have plotted only eight
eigenvalues. It is clear from Fig. 7a) that the eigenvalue C(λmax) is outside the circular
unstable region and in Fig. 7b) that it is inside it.

The same situation, but in the case of a stationary bifurcation, is presented in Table
5 for k = 19 at R = 1.46·104 before the stationary bifurcation takes place and at R = 1.49·
104, after the bifurcation has occurred. In Fig. 8 the stable case is shown. Fig. 8b) is a
magnification of Fig. 8a) and shows clearly how the eigenvalue C(λmax) is outside the
unstable region. In Fig. 9 the unstable case is presented. Fig. 9b) shows a zoom of Fig. 9a)
where we can see how the eigenvalue C(λmax) is inside the unstable region.

In order to test the reliability of the eigenvalue calculations it is important to study
the sensitivity of the eigenvalues to small perturbations, i.e., to study the pseudospectra.
Suppose we have a square n-by-n complex matrix, D∈Cn×n. The eigenvalues of D satisfy
the following definition:

σ(D) = {z∈C :det(zI−D)=0}

=
{

points where (zI−D)−1 is undefined
}

.
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Figure 8: a) Eigenvalues and pseudospectrum for the stable case of an stationary bifurcation. b) Detail of

Fig. 8a). The rest of the parameters are Pr=1, Γ=14.70, B=0.05, δ=0.03, b=0.4 k=19 and R=1.465·104.

Figure 9: a) Eigenvalues and pseudospectra for the unstable case of a stationary bifurcation. b) Detail of

Fig. 9a). The rest of the parameters are Pr=1, Γ=14.70, B=0.05, δ=0.03, b=0.4 k=19 and R=1.465·104.

If z is an eigenvalue of D, then by convention the norm of (zI−D)−1 can be defined
as infinity [25, 27, 28]. If

∥∥(zI−D)−1
∥∥ is finite but very large z should be close to an

eigenvalue. This description leads to the definition of the ǫ-pseudospectrum of D:

Λǫ(D)=
{

z∈C :
∥∥∥(zI−D)−1

∥∥∥≥ǫ−1
}

.

Further details of the ǫ-pseudospectrum may be found in [25, 27, 28]. In Figs. 7, 8 and 9
pseudospectra plots are shown. The eigenvalues are plotted as black dots in the complex
plane µ and colored lines mark the boundaries of various pseudospectra. The color bar on
the right indicates the log10 of each boundary, so in Fig. 7 we draw the boundaries of the
ǫ-pseudospectra for ǫ-pseudospectra for logǫ from −3 to 0 with steps of 0.3. In Figs. 8a)
and 9a) logǫ goes from −1 to 3/2. Note that for small values of ǫ, the pseudospectrum is
connected and very near to the calculated eigenvalues. This means the eigenvalue results
and the bifurcation detection are highly reliable.
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5 Conclusions

We have developed an efficient numerical method for computing the eigenvalues of the
generalized eigenvalue problem arising in the description of instabilities developed in
a fluid heated non-homogeneously from below. The partial differential equations mod-
eling this problem are discretized with a Chebyshev collocation method. After numeri-
cally computing the steady states at certain values of the external parameters, its linear
stability is formulated in terms of a generalized eigenvalue problem. This eigenvalue
problem presents an original block matrix structure such that one of the submatrices is
singular. The preconditioning of the eigenvalue problem with a modified Cayley trans-
formation and the use of a second transformation for the ‘infinite’ eigenvalues allows the
application of the Arnoldi method. However some care is necessary as not all the infi-
nite eigenvalues disappear. We have designed an easy to use algorithm from which the
critical eigenvalues determining whether the steady flow is stable or unstable and the bi-
furcation points are obtained. Both stationary and oscillatory bifurcations are detected. A
comparison of the computing time between the standard QZ and the generalized Arnoldi
method shows that the latter is significantly more efficient. Pseudospectra calculations
confirm the reliability of the eigenvalues and bifurcations. The computational advantage
of the generalized Arnoldi method becomes of great interest in studies such as that of
Ref. [20] where an intensive study of the solution bifurcations is performed depending
on several external physical parameters.
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