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#### Abstract

Monotonic regression (MR) is a least distance problem with monotonicity constraints induced by a partially ordered data set of observations. In our recent publication [In Ser. Nonconvex Optimization and Its Applications, Springer-Verlag, (2006) 83, pp. 25-33], the Pool-Adjacent-Violators algorithm (PAV) was generalized from completely to partially ordered data sets (posets). The new algorithm, called GPAV, is characterized by the very low computational complexity, which is of second order in the number of observations. It treats the observations in a consecutive order, and it can follow any arbitrarily chosen topological order of the poset of observations. The GPAV algorithm produces a sufficiently accurate solution to the MR problem, but the accuracy depends on the chosen topological order. Here we prove that there exists a topological order for which the resulted GPAV solution is optimal. Furthermore, we present results of extensive numerical experiments, from which we draw conclusions about the most and the least preferable topological orders.
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## 1. Introduction

Consider the monotonic regression (MR) problem for a partially ordered data set of $n$ observations. We denote the vector of observed values by $Y \in R^{n}$. To express the partial order, we use a directed acyclic graph $G(N, E)$, where $N=\{1,2, \ldots, n\}$ is a set of nodes and $E$ is a set of edges. Each node is associated with one observation, and each edge is associated with one monotonicity relation as described below. In the MR problem, we must find among all vectors $u \in R^{n}$, which preserve the monotonicity of the partially ordered data set, the one closest to $Y$ in the least-squares sense. It can be formulated as follows. Given $Y, G(N, E)$ and a strictly positive vector of weights $w \in R^{n}$, find the vector of fitted values $u^{*} \in R^{n}$ that solves the problem:

$$
\begin{array}{rc}
\min & \sum_{i=1}^{n} w_{i}\left(u_{i}-Y_{i}\right)^{2}  \tag{1.1}\\
\text { s.t. } & u_{i} \leq u_{j} \quad \forall(i, j) \in E
\end{array}
$$

Let $\varphi(u)$ and $C$ denote, respectively, the objective function and the feasible region of this problem. Note that (1.1) can be viewed as a problem of minimizing the weighted distance from the vector $Y$ to the convex cone $C$. Since it is a strictly convex quadratic programming problem, there exists a unique optimal solution $u^{*}$. An example of problem (1.1) is considered at the end of Section 2.

[^0]The MR problem has important statistical applications (see [2, 22]) in physics, chemistry, medicine, biology, environmental science etc. It is present also in operations research (production planning, inventory control etc.) and signal processing. These problems can often be regarded as monotonic data fitting problems (see Section 4). The most challenging of the applied MR problems are characterized by a very large value for $n$. For such large-scale problems, it is of great practical importance to develop algorithms whose complexity does not rise too rapidly with $n$.

It is easy to solve problem (1.1) when the constraints have the simple form

$$
\begin{equation*}
u_{1} \leq u_{2} \leq \ldots \leq u_{n} \tag{1.2}
\end{equation*}
$$

i.e. when the associated graph $G(N, E)$ is a path. For this special case of complete order, the most efficient and the most widely used algorithm is the Pool-Adjacent-Violators (PAV) algorithm $[1,17,14]$. Its computational complexity is $O(n)$ [11].

The conventional quadratic programming algorithms (see [20]) can be used for solving the general MR problem (1.1) only in the case of small and moderate values of $n$, up to few hundred. There are some algorithms [2, 22] especially developed for solving this problem. The minimum lower set algorithm [4, 5] is known to be the first algorithm of this kind. It was shown in [3] that this algorithm, being applied to problem (1.1) with the simple constraints (1.2), is of complexity $O\left(n^{2}\right)$, which is worse than the complexity of the PAV algorithm. The existing optimization-based $[3,16,23]$ and statistical $[18,19,24]$ MR algorithms have either too high computational complexity or too low accuracy of their approximate solutions. The best known complexity of the optimization-based algorithms is $O\left(n^{4}\right)$ [16, 23], which is prohibitive for large $n$. Perhaps, the most widely used algorithms for solving large-scale applied MR problems are based on simple averaging techniques. They can be easily implemented and have a relatively low computational burden, but the quality of their approximations to $u^{*}$ is very case-dependent and furthermore, these approximations can be too far from optimal.

In $[6,7]$, we introduced a new MR algorithm, which can be viewed as a generalization of the Pool-Adjacent-Violators algorithm from the case of a completely ordered (1.2) to partially ordered data set of observations. We call it the GPAV algorithm. It combines both low computational complexity $O\left(n^{2}\right)$ and high accuracy. These properties extend the capabilities of the existing tools to solving very large-scale MR problems. The efficiency of the GPAV algorithm has been demonstrated in [6, 7] on large-scale test problems with obvious superiority over the simple averaging techniques $[18,19,24]$. In [13], it has been used advantageously for solving applied MR problems.

Our algorithm treats the nodes $N$ or, equivalently, the observations in a consecutive order. Any topological order [9] of $N$ is acceptable, but the accuracy of the resulted solution depends on the choice. In this paper, we focus on studying the effect of topological sort on the quality of the solution produced by the GPAV algorithm.

In Section 2, the GPAV algorithm is reformulated for the case when the nodes $N$ are topologically ordered. We prove in Section 3 that, for any MR problem (1.1), there exists a topological order assuring that the GPAV algorithm produces the exact solution to this problem. In Section 4, test problems based on the monotonic data fitting are described. We introduce a wide variety of topological sorts and study their effect on the performance of the GPAV algorithm. Results of extensive numerical experiments are presented and discussed in this section. In Section 5, we draw conclusions about the most and the least preferable topological sorts.

## 2. GPAV Algorithm for Preordered Data Sets

For presenting this algorithm and discussing its properties, we will use the following definitions and notations. Denote the set of immediate predecessors $\{j \in N:(j, i) \in E\}$ for node $i \in N$ by $i^{-}$. The subset of nodes $B \subset N$ is called a block if, for any $i, j \in B$, all the nodes in all the paths from $i$ to $j$ belong to $B$. The block $B_{i}$ is said to be an immediate predecessor for $B_{j}$, or adjacent to $B_{j}$, if there exist $k \in B_{i}$ and $l \in B_{j}$ such that $k \in l^{-}$. Let $B_{i}^{-}$denote the set of all blocks adjacent to block $B_{i}$. We associate each block with one of its upper nodes, which is called the head node. If $i$ is the head node for some block, we denote this block by $B_{i}$. The set of all head nodes is denoted by $H$. The set of blocks $\left\{B_{i}\right\}_{i \in H}$, where $H \subset N$, is called a block partitioning of $N$ if

$$
\bigcup_{i \in H} B_{i}=N
$$

and

$$
B_{i} \cap B_{j}=\emptyset, \quad \forall i \neq j, \quad i, j \in H
$$

Let $W_{k}$ denote the weight of the block $B_{k}$. It is computed by the formula

$$
W_{k}=\sum_{i \in B_{k}} w_{i}
$$

For any point $u \in R^{n}$ feasible in (1.1), the set of nodes $N$ can be uniquely partitioned into disjoint subsets using the following principles:

- if $j \in i^{-}$and $u_{i}=u_{j}$, then $i$ and $j$ belong to one and the same subset;
- if $u_{i} \neq u_{j}$, then the nodes $i$ and $j$ belong to different subsets;
- if there is no path connecting the nodes $i$ and $j$, they belong to different subsets.

It is easy to show that these subsets are blocks, and for any block $B_{k}$,

$$
u_{i}=U_{k}, \quad \forall i \in B_{k}
$$

where $U_{k}$ denotes a common value of the components for this block. The resulting partitioning of the nodes is called the block partitioning induced by $u$. By this definition, the following strict inequalities hold

$$
\begin{equation*}
U_{j}<U_{k}, \quad \forall j \in B_{k}^{-} \tag{2.1}
\end{equation*}
$$

This means that the same block partitioning can be obtained by excluding the edges of $E$ which are associated with the non-active monotonicity constraints in (1.1).

The optimality conditions for the MR problem (1.1) are well studied (see e.g. [2, 3, 15, 21, 22]). We reformulate them in a form useful for further consideration as follows.

Theorem 2.1. The feasible point $u^{*} \in R^{n}$ is the optimal solution to problem (1.1) iff, for any block $B_{k}$ of the block partitioning $\left\{B_{k}\right\}_{k \in H}$ induced by $u^{*}$, the corresponding components $u_{i}^{*}$, $i \in B_{k}$, solve the $M R$ sub-problem

$$
\begin{array}{rc}
\min & \sum_{i \in B_{k}} w_{i}\left(u_{i}-Y_{i}\right)^{2}  \tag{2.2}\\
\text { s.t. } & u_{i} \leq u_{j} \quad \forall i, j \in B_{k}, \quad(i, j) \in E
\end{array}
$$

Proof. The result is a straightforward consequence of the Karush-Kuhn-Tucker conditions [20] applied to problems (1.1) and (2.2).

Consider (2.2) as a separate problem determined by a given set of components $B_{k}$. It is known that if the block partitioning induced by the optimal solution to this problem produces the single block $B_{k}$, its components $u_{i}^{*}, i \in B_{k}$, have a common value

$$
\begin{equation*}
U_{k}=\frac{\sum_{i \in B_{k}} w_{i} Y_{i}}{W_{k}} \tag{2.3}
\end{equation*}
$$

The solution $u \in R^{n}$ generated by the GPAV algorithm is feasible, but not necessarily optimal to the MR problem (1.1). For each block $B_{k}$ of the block partitioning $\left\{B_{k}\right\}_{k \in H}$ induced by $u$, the corresponding components $u_{i}, i \in B_{k}$, have the common value $U_{k}$ defined by formula (2.3), but not all the blocks provide optimal solutions to the corresponding MR sub-problems (2.2). Our numerical experiments show that the set of constraints active for the GPAV solution, is almost identical to the optimal set of active constraints. This explains why the GPAV algorithm is able to solve MR problem (1.1) with sufficiently high accuracy.

We assume now that the nodes $N$ of the directed acyclic graph $G(N, E)$ have a topological order. The GPAV algorithm sets initially $B_{i}=\{i\}$ and $B_{i}^{-}=i^{-}$for all the nodes $i \in N$, and subsequently operates with the blocks only. It treats the blocks in the order consistent with the topological sort, namely, $B_{1}, B_{2}, \ldots, B_{n}$. For the block which is treated, say $B_{k}$, its common value (2.3) is compared with those of its adjacent blocks. While there exists an adjacent violator of the monotonicity, the block $B_{k}$ absorbs the one with the most severe violation and inherits the list of blocks adjacent to the absorbed one. The common value $U_{k}$ is updated accordingly.

The outlined GPAV algorithm for solving the MR problem (1.1) with topologically preordered data set can be presented as follows.
Algorithm GPAV. Given: vectors $w, Y \in R^{n}$ and a directed acyclic graph $G(N, E)$ with topologically ordered nodes.

Set $H=N$.
For all $i \in N$, set $B_{i}=\{i\}, B_{i}^{-}=i^{-}, U_{i}=Y_{i}$ and $W_{i}=w_{i}$.
For $k=1,2, \ldots, n$, do:
While there exists $i \in B_{k}^{-}$such that $U_{i} \geq U_{k}$, do:
Find $j \in B_{k}^{-}$such that $U_{j}=\max \left\{U_{i}: i \in B_{k}^{-}\right\}$.
Set $H=H \backslash\{j\}$.
Set $B_{k}^{-}=B_{j}^{-} \cup B_{k}^{-} \backslash\{j\}$.
Set $U_{k}=\left(W_{k} U_{k}+W_{j} U_{j}\right) /\left(W_{k}+W_{j}\right)$.
Set $B_{k}=B_{k} \cup B_{j}$ and $W_{k}=W_{k}+W_{j}$.
For all $i \in H$ such that $j \in B_{i}^{-}$, set $B_{i}^{-}=B_{i}^{-} \cup\{k\} \backslash\{j\}$.
For all $k \in H$ and for all $i \in B_{k}$, set $u_{i}=U_{k}$.
We formulate and discuss here some of its basic properties that will be used in the subsequent sections for a closer study of this algorithm.

Note that, at any stage of the algorithm, the head nodes $k \in H$ are such that

$$
i \leq k, \quad \forall i \in B_{k}
$$

In the main body of the while-loop of iteration $k$, block $B_{k}$ absorbs block $B_{j}$. This can increase, but never decreases, the block common value $U_{k}$, because $U_{j} \geq U_{k}$ before the absorbing starts.


Fig. 2.1. An example of $G(N, E)$ and $Y$ for MR problem (1.1) with $w_{1}=w_{2}=w_{3}=1$
Consider the current values of $u_{1}, u_{2}, \ldots, u_{k}$, produced at the first $k$ iterations. They are defined by the corresponding block common values. The values of $u_{1}, u_{2}, \ldots, u_{k}$ are monotone; i.e. if one disregards the monotonicity constraints involving the other components, the remaining constraints are satisfied. Moreover, the values of $u_{1}, u_{2}, \ldots, u_{k}$ never increase at subsequent iterations. To show this, note that the current value $u_{i}$ for $i \leq k$ can change at the iteration $l \geq k$ only when the block $B_{l}$ absorbs the block $B_{j}$ that contains the node $i$. In this case, the value of $u_{i}$ changes from the block common value $U_{j}$ to the new one

$$
\frac{W_{l} U_{l}+W_{j} U_{j}}{W_{l}+W_{j}}
$$

This can never increase the value of $u_{i}$, because $U_{j} \geq U_{l}$.
A constraint, which does not change the set of feasible points when it is removed, is said to be redundant. We also call 'redundant' the edges in $E$ associated with the redundant monotonicity constraints. Thus, the edge $(i, j) \in E$ is redundant if there exists an alternative path from $i$ to $j$. For instance, in the case of the constraints $u_{i} \leq u_{k}, u_{k} \leq u_{j}$ and $u_{i} \leq u_{j}$, the last one is redundant and so the edge $(i, j)$. The GPAV algorithm can work correctly in the presence of redundant constraints, but it is more efficient if problem (1.1) is reduced by eliminating such constraints.

One of the most important features of the GPAV algorithm is that it deals with a reduced acyclic graph of blocks, which is initially identical to $G(N, E)$. The graph shrinks whenever one block absorbs another one. This assures the low computational complexity of our algorithm, estimated in $[6,7]$ as $O\left(n^{2}\right)$. Note that the complexity of any MR algorithm can not be any better than this, because the worst-case estimate for the number of constrains in (1.1) is $O\left(n^{2}\right)$ even with all redundant constraints eliminated.

Let us address to the origin of the inaccuracy of the GPAV algorithm. For this purpose, consider the following MR problem:

$$
\begin{array}{cc}
\min & \left(u_{1}-8\right)^{2}+\left(u_{2}-7\right)^{2}+\left(u_{3}-0\right)^{2}  \tag{2.4}\\
\text { s.t. } & u_{1} \leq u_{2}, u_{1} \leq u_{3}
\end{array}
$$

This example is illustrated by Fig. 2.1. The depicted acyclic graph $G(N, E)$ admits only two topological orders. For the order 1, 2, 3, the GPAV solution is

$$
u_{1}=u_{2}=u_{3}=5, \quad \varphi(u)=38
$$

In the case of the order $1,3,2$, the GPAV algorithm produces the solution

$$
u_{1}=u_{3}=4, \quad u_{2}=7, \quad \varphi(u)=32
$$

The last one is the optimal solution. It can be obtained by the GPAV algorithm, if after treating node 1 , the next is the node among the immediate successors with the smallest value of $Y_{i}$.

The same principle assures optimality in the case of a star-type graph with more than two immediate successors of node 1. Although optimality is not guaranteed in the general case of the acyclic graph $G(N, E)$, the described principle proves to be efficient in practice. This is illustrated by the results of our numerical experiments presented in Section 4.

## 3. Optimal Topological Order

The solution produced by the GPAV algorithm satisfies the monotonicity constraints, but it is not guaranteed to be optimal. We prove here that the nodes in $N$ can be ordered so that the resulted GPAV solution is optimal. For the proof we need a lemma:

Lemma 3.1. Let the single block $B=N$ be the optimal solution to problem (1.1). Suppose

$$
U^{*}=\frac{\sum_{i \in N} w_{i} Y_{i}}{\sum_{i \in N} w_{i}}
$$

denotes the common value of the optimal block. Then:
(i) for any topological order of the nodes, the GPAV algorithm produces the same optimal singleblock solution;
(ii) in the while-loop of iteration $k$, if the current common value $U_{k}$ is such that

$$
\begin{equation*}
U_{k}<U^{*} \tag{3.1}
\end{equation*}
$$

then the set $B_{k}^{-}$is not empty;
(iii) after iteration $k$, all the current common values $U_{j}$ with $j \leq k, j \in H$, satisfy the inequality

$$
\begin{equation*}
U_{j} \geq U^{*} \tag{3.2}
\end{equation*}
$$

Proof. To prove assertion (i), we observe that for any subset of nodes $B_{k} \subset N$, the value of $U_{k}$ defined by (2.3) is the unique minimizer of the strictly convex function

$$
\varphi_{k}(U)=\sum_{i \in B_{k}} w_{i}\left(U-Y_{i}\right)^{2}
$$

This means that

$$
\begin{equation*}
\varphi_{k}(U)>\varphi_{k}\left(U_{k}\right), \quad \forall U \neq U_{k} \tag{3.3}
\end{equation*}
$$

We show that assertion (i) holds by assuming, to the contrary, that the GPAV algorithm can produce a multiple-block partitioning, say $\left\{B_{k}\right\}_{k \in H}, H \subset N$. Denote

$$
H^{\prime}=\left\{k \in H: \quad U_{k} \neq U^{*}\right\}
$$

By our assumption, this set is not empty. Then, applying (3.3) to the optimal value of the objective function in (1.1), we obtain

$$
\begin{aligned}
\sum_{i=1}^{n} w_{i}\left(U^{*}-Y_{i}\right)^{2} & =\sum_{k \in H^{\prime}} \varphi_{k}\left(U^{*}\right)+\sum_{k \in H \backslash H^{\prime}} \varphi_{k}\left(U^{*}\right) \\
& >\sum_{k \in H^{\prime}} \varphi_{k}\left(U_{k}\right)+\sum_{k \in H \backslash H^{\prime}} \varphi_{k}\left(U^{*}\right)=\sum_{k \in H} \varphi_{k}\left(U_{k}\right)
\end{aligned}
$$

where the last term is the value of the same objective function computed for the GPAV solution. This contradicts the assumption that $U^{*}$ is optimal, and therefore (i) holds.

We will now demonstrate the validity of assertion (iii). Inequality (3.2), which we need to prove, is clearly equivalent to

$$
u_{i} \geq U^{*}, \quad i=1,2, \ldots, k
$$

To show that this inequality holds, it is sufficient to recall that, after the final iteration,

$$
u_{i}=U^{*}, \quad i=1,2, \ldots, n
$$

and that, as noted in Section 2, the current values $u_{1}, u_{2}, \ldots, u_{k}$ produced by the first $k$ iterations never increase at subsequent iterations. This proves (iii).

To prove assertion (ii), it suffices to notice that if, on the contrary, $B_{k}^{-}=\emptyset$, then this terminates the while-loop with a value $U_{k}$ which must satisfy two contradictory inequalities; namely, (3.1) and (3.2).

Let $H^{*}$ be the the set of head nodes of the block partitioning $\left\{B_{k}^{*}\right\}_{k \in H^{*}}$ induced by $u^{*}$, the optimal solution to the MR problem (1.1). Denote the corresponding block values by $U_{k}^{*}$, $k \in H^{*}$. Consider a special order of the nodes which is assumed to assure that

$$
\begin{equation*}
U_{k}^{*} \leq U_{k^{\prime}}^{*}, \quad \forall k, k^{\prime} \in H^{*}, k<k^{\prime} \tag{3.4}
\end{equation*}
$$

Denote the the total number of blocks by $h$, i.e. $h=\left|H^{*}\right|$. Assumption (3.4) means that the ordering of blocks in ascending order of the block indices

$$
\begin{equation*}
k_{1}<\ldots<k_{i}<k_{i+1}<\ldots<k_{h} \tag{3.5}
\end{equation*}
$$

produces a topological order for the reduced acyclic graph, in which the nodes and the edges are associated with the blocks and the monotonicity constraints (3.4) respectively. We suppose also that the nodes within each block $B_{k}^{*}$ are numbered from $k-\left|B_{k}^{*}\right|+1$ to $k$ in the consecutive order consistent with a topological order of the nodes in the graph $G(N, E)$. This implies that $k_{i+1}=k_{i}+\left|B_{k}^{*}\right|$ in (3.5).

It is easy to verify that all these assumptions define an order of nodes which is a topological order. We call it an optimal order. It may not be unique, because there may exist different topological orders within each block.

In the example considered at the end of Section 2, the optimal blocks are $B_{2}^{*}=\{2\}$ and $B_{3}^{*}=\{1,3\}$. The corresponding block common values $U_{2}^{*}=7$ and $U_{3}^{*}=4$ order the blocks as $B_{3}^{*}, B_{2}^{*}$. The topological order of nodes within the block $B_{3}^{*}$ is 1,3 . This provides the following optimal order of nodes: $1,3,2$. For the new numbering of nodes induced by the optimal order, (3.4) and (3.5) hold.

Theorem 3.1. For any optimal order of nodes, the GPAV algorithm produces the optimal solution to the MR problem (1.1).

Proof. We will prove, by induction in the block indices (3.5), that after iteration $k \in H$, the produced values of $u_{1}, \ldots, u_{k}$ are optimal for the MR problem (1.1). This is equivalent to induction in $i=1,2, \ldots, h$.

For $i=1$, i.e. for iteration $k_{1}$, the induction assertion follows immediately from Theorem 2.1 and Lemma 3.1.

Suppose that the assertion holds for $i<h$. This means that

$$
\begin{equation*}
U_{j}=U_{j}^{*}, \quad j=k_{1}, \ldots, k_{i} \tag{3.6}
\end{equation*}
$$

Let us show that the induction assertion holds for the iteration $k_{i+1}$. For this purpose, consider the iterations from $k_{i}+1$ to $k_{i+1}$, at which the nodes of the set $B_{k_{i+1}}^{*}$ are treated by the algorithm. From (2.1) and (3.6), we have the strict inequalities

$$
U_{j}<U_{k_{i+1}}^{*}, \quad \forall j \in\left(B_{k_{i+1}}^{*}\right)^{-}
$$

Furthermore, by Lemma 3.1, for the current values of $U_{k}$ and $B_{k}$ in the while-loop of any iteration $k=k_{i}+1, k_{i}+2, \ldots, k_{i+1}$, the inequality

$$
U_{k_{i+1}}^{*} \leq \max \left\{U_{i}: i \in B_{k}^{-}\right\}
$$

holds whenever $U_{k}<U_{k_{i+1}}^{*}$. Thus, when the nodes of the block $B_{k_{i+1}}^{*}$ are treated by the algorithm, none of the preceding blocks $B_{j}, j=k_{1}, \ldots, k_{i}$, are absorbed in this process and therefore the values of $u_{1}, \ldots, u_{k_{i}}$ remain optimal. This means that the algorithm works at these iterations in the same way as it would work if applied to solving the reduced MR problem defined by $B_{k_{i+1}}^{*}$, similar to (2.2). Theorem 2.1 and Lemma 3.1 assure that $B_{k_{i+1}}=B_{k_{i+1}}^{*}$, with the optimal common value $U_{k_{i+1}}^{*}$ resulting from iteration $k_{i+1}$. This completes our proof by induction and also the proof of the theorem, which follows from the case $i=h$.

It has been shown above that any optimal order can be obtained by ordering the optimal blocks in ascending order of the block common values with subsequent choice of a topological order of nodes within each block. It is interesting to know that such order exists, although to find an optimal order may be as difficult as to solve the MR problem.

## 4. Numerical Results

Our test problems are based on the monotonic data fitting which is one of the most common types of applied MR problems. In the monotonic data fitting, it is assumed that there exists an unknown response function $y(x)$ of $p$ explanatory variables $x \in R^{p}$. It is supposed to be monotonic in the sense that

$$
y\left(x^{\prime}\right) \leq y\left(x^{\prime \prime}\right), \quad \forall x^{\prime} \preceq x^{\prime \prime}, \quad x^{\prime}, x^{\prime \prime} \in R^{n}
$$

where $\preceq$ is a component-wise $\leq$-type relation. Instead of the function $y(x)$, we have available a data set of $n$ observed explanatory variables

$$
X_{i} \in R^{p}, \quad i=1, \ldots, n
$$

and the corresponding responses

$$
Y_{i} \in R^{1}, \quad i=1, \ldots, n
$$

The function and the data set are related as follows

$$
\begin{equation*}
Y_{i}=y\left(X_{i}\right)+\varepsilon_{i}, \quad i=1, \ldots, n \tag{4.1}
\end{equation*}
$$

where $\varepsilon_{i}$ is an observation error. In general, $X_{i} \preceq X_{j}$ does not imply $Y_{i} \leq Y_{j}$, because of this error.


Fig. 4.1. Nonlinear function $y(x)$ defined by (4.2) and (4.3)
The relation $\preceq$ induces a partial order on the set $\left\{X_{i}\right\}_{i=1}^{n}$. The order can be presented by a directed acyclic graph $G(N, E)$ such that node $i \in N$ corresponds to the $i$-th observation. This graph is unique if all redundant relations are eliminated.

In monotonic data fitting, one must construct a monotonic response surface model $u(x)$ whose values $u\left(X_{i}\right)$ are as close as possible to the observed responses $Y_{i}$ for all $i=1, \ldots, n$. Denoting

$$
u_{i}=u\left(X_{i}\right), \quad i=1, \ldots, n
$$

and using the sum of squares as the distance function, one can reformulate this problem as the MR problem (1.1). In the numerical experiments, we set the weights $w_{i}=1$ for all $i=1, \ldots, n$.

For our test problems, we use two types of functions $y(x)$ of two explanatory variables $(p=2)$; namely, linear and nonlinear. Our nonlinear function is given by the formula

$$
\begin{equation*}
y(x)=f\left(x_{1}\right)-f\left(-x_{2}\right) \tag{4.2}
\end{equation*}
$$

where

$$
f(t)=\left\{\begin{array}{cl}
\sqrt[3]{t}, & t \leq 0  \tag{4.3}\\
t^{3}, & t>0
\end{array}\right.
$$

This function is shown in Fig. 4.1.
Our choice of the linear test problems is inspired by the observation that the optimal values $u_{i}^{*}$ that correspond to a local area of values of $x$ depend mostly on the local behavior of the response function $y(x)$ and on the values of the observation errors in this area. Due to the block structure of $u^{*}$, these local values of $u_{i}^{*}$ typically do not change if to perturb the function values $y(x)$ in distant areas. Therefore, we assume that the local behavior can be well imitated by linear local models.

For the linear function, we consider

$$
\begin{equation*}
y(x)=\alpha_{1} x_{1}+\alpha_{2} x_{2} \tag{4.4}
\end{equation*}
$$

with the following four possible combinations of the coefficients:

$$
\alpha=(0,0),(1,0.1),(0.1,1),(1,1)
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$. The rationale behind studying these combinations is the following. The choice $\alpha=(0,0)$ simulates the behavior of the unknown response function in the local areas where it is almost flat. The choices $\alpha=(1,0.1)$ and $\alpha=(0.1,1)$ correspond to the areas where it increases much faster in one explanatory variable than in the other one. The choice $\alpha=(1,1)$ imitates the cases in which the response function increases in one explanatory variable as rapidly as in the other. The nonlinear function combines the considered types of behavior. In addition, depending on the side from which $x_{1}$ or $x_{2}$ approaches zero, the function value changes either sharply, or remarkably slowly.

For the numerical experiments, samples of $n=10^{2}, n=10^{3}$ and $n=10^{4}$ observations $\left\{X_{i}\right\}_{i=1}^{n}$ were generated for two types of distribution of the explanatory variables. One was the normal distribution with mean zero and the identity covariance matrix. The other was the independent uniform distribution of the explanatory variables in the interval $[-2,2]$. The error terms $\varepsilon_{i}$ in (4.1) were independent and identically distributed with mean zero and variance one. Two different types of distributions were used for generating the error terms, namely, normal and double-exponential, which are known as light-tailed and heavy-tailed distributions, respectively.

We call preprocessing the stage at which MR problem (1.1) is generated. The observed explanatory variables $\left\{X_{i}\right\}_{i=1}^{n}$ are involved in formulating this problem implicitly; namely, via the partial order intrinsic in this data set of vectors. Given $\left\{X_{i}\right\}_{i=1}^{n}$, we generate a directed acyclic graph $G(N, E)$ with all the redundant edges removed. The adjacency-matrix representation [9] is used for the graph. The preprocessing is accomplished by a topological sorting of the nodes $N$.

In our experiments, we study the following sortings, for which it is not difficult to show that they produce a topological sort of the nodes.

- The vectors $\left\{X_{i}\right\}_{i=1}^{n}$ are sorted in ascending order of their first components, and then if equal, in ascending order of their second components etc. MATLAB function sortrows implements this sorting. (1stComp)
- The vectors $\left\{X_{i}\right\}_{i=1}^{n}$ are sorted $p$ times in ascending order of their first components, then second components and so on. If the same components of two different vectors are equal, they get the same ordinal number. This produces a specific ordinal number for each component of the vectors $\left\{X_{i}\right\}_{i=1}^{n}$. Then for each vector $X_{i}$, the sum of the ordinal numbers of its components is assigned to the node $i$. The nodes in $N$ are sorted in ascending order of the sums. (SumOrd)
- For each vector $X_{i}$, the sum of its components is assigned to the corresponding node $i$. The nodes in $N$ are sorted in ascending order of the sums. (SumComp)
- The nodes in $N$ are sorted in ascending order of the number of their predecessors. (NumPred)
- The nodes in $N$ are sorted in descending order of the number of their successors.
(NumSucc)
- Set $\mathcal{N}=N$. While $\mathcal{N}$ is not empty, find one of the lower nodes in $\mathcal{N}$, say $i$, with the smallest value $Y_{i}$ and exclude $i$ from $\mathcal{N}$. The nodes in $N$ are sorted in the order in which they have been excluded from $\mathcal{N}$. (MinVal)
- Set $\mathcal{N}=N$. While $\mathcal{N}$ is not empty, find all the lower nodes in $\mathcal{N}$ and exclude them from $\mathcal{N}$ in ascending order of the values $Y_{i}$. The nodes in $N$ are sorted in the order in which they have been excluded from $\mathcal{N}$. (Hasse1)
- Set $\mathcal{N}=N$. While $\mathcal{N}$ is not empty, find all the upper nodes in $\mathcal{N}$ and exclude them from $\mathcal{N}$ in descending order of the values $Y_{i}$. The nodes in $N$ are sorted in reverse of the order in which they have been excluded from $\mathcal{N}$. (Hasse2)

The advantages of involving the smallest values of $Y_{i}$ in topological sorts were discussed at the end of Section 2. This advantage is exploited in (MinVal), (Hasse1) and (Hasse2).

The sorts (Hasse1) and (Hasse2) are related to Hasse diagrams drawn for posets [10]. The same two sorts, but without sorting in the values $Y_{i}$, were used in [8] for studying how rapidly the mean square difference between the expected response values $y\left(x_{i}\right)$ and the values $u_{i}$ fitted by GPAV tends to zero, and how quickly the mean square residual

$$
\sum_{i=1}^{n}\left(u_{i}-Y_{i}\right)^{2} / n
$$

approaches the true variance of the random error, as the number of observations $n$ increases. In $[6,7]$, we used (NumPred) for showing the advantages of the GPAV algorithm over the popular simple averaging algorithm.

The consecutive order in which the observations $\left\{X_{i}, Y_{i}\right\}_{i=1}^{n}$ are treated by the GPAV algorithm is determined by the topological sort applied. This order determines the propagation of the set of points $X_{1}, \ldots, X_{i}$ as $i$ increases from 1 to $n$. We call it set propagation. In Figures 4.2 and 4.3 , we plot, respectively, normally and uniformly distributed points $X_{i}$ for $n=10^{4}$. The visible strips are formed by four groups of equal numbers of points. The groups correspond to the following intervals for $i$ :

$$
\left[1, \frac{1}{4} n\right], \quad\left(\frac{1}{4} n, \frac{1}{2} n\right], \quad\left(\frac{1}{2} n, \frac{3}{4} n\right], \quad\left(\frac{3}{4} n, n\right],
$$

where $i$ is the ordinal number in the considered topological order. The strips illustrate the set propagation. Note that the sorts (1stComp), (SumOrd), (SumComp), (NumPred), (NumPred) do not depend on the values of $Y_{i}$. To generate these values for the other sorts, we used the linear function $y(x)=x_{1}+x_{2}$ with two different types of error distribution, normal and double-exponential. When the sort (Hasse1) is applied, the pictures are very similar for both distributions. The same holds for (Hasse2). The difference caused by the different error distributions is more evident for (MinVal). Therefore, in Figures 4.2 and 4.3 we preset the normal error distribution case for all the sortings, while the double-exponential case is presented in Figure 4.4 for (MinVal) only. Notice that the (MinVal) strips have zig-zagging boundaries for both types of error distribution. In each left lower corner of these boundaries, one can find a point $X_{i}$ with a large value of $Y_{i}$, so that GPAV treats this point only after treating the points to the left of the boundary line going up from $X_{i}$ and those below the line going from $X_{i}$ to the right. Since the double-exponential distribution is heavy-tailed, it has fewer such corner points compared with the normal distribution. The form of the data cloud is different for the normal


Fig. 4.2. Set propagation for normally distributed observed points $X_{i}$, normal error
and uniform distributions. It is round and square respectively for these two distributions. This affects the strip shape for some of the sortings, like (SumOrd). Figures 4.2-4.4 will help us to understand why some of the sortings considered are preferable for the GPAV algorithm to the


Fig. 4.3. Set propagation for uniformly distributed points $X_{i}$, normal error
others.
We used MATLAB for implementing our algorithms. The numerical results presented here were obtained on a PC running under Windows XP with a Pentium 4 processor ( $2.8 \mathrm{GHz}, 1 \mathrm{~GB}$


Fig. 4.4. Set propagation for (MinVal), normally (left) and uniformly (right) distributed points $X_{i}$, double-exponential error

RAM). We evaluate performance of the presented sortings by comparing the relative error

$$
e(u)=\frac{\varphi(u)-\varphi\left(u^{*}\right)}{\varphi\left(u^{*}\right)},
$$

where $\varphi(u)$ is the objective function value obtained by GPAV for the given sort, and $\varphi\left(u^{*}\right)$ is the optimal value obtained by MATLAB solver LSQLIN. Recalling that $u^{*}$ is the orthogonal projection of $Y$ on the convex set $C$ and using a well known projection property (see, e.g., [12]), we observe that

$$
\left\|u-u^{*}\right\|^{2} \leq\|u-Y\|^{2}-\left\|u^{*}-Y\right\|^{2} .
$$

Since $\varphi(u)=\|u-Y\|^{2}$, the relative error $e(u)$ provides an upper estimate for the relative distance between the approximate solution $u$ and the optimal solution $u^{*}$.

Because LSQLIN failed to solve any of the test problems for $n=10^{3}$ and $n=10^{4}$ within ten hours, in these large-scale cases the performance evaluation was based on the following relative deviation from the best result

$$
d(u)=\frac{\varphi(u)-\varphi\left(u_{\text {best }}\right)}{\varphi\left(u_{\text {best }}\right)},
$$

where $\varphi\left(u_{\text {best }}\right)$ is the smallest among the eight objective function values obtained by GPAV with the use of the considered sortings for the same MR problem.

Tables 4.1 and 4.2 summarize the performance data obtained for normal and for uniform distribution of the explanatory variables. We consider the five functions $y(x)$, namely, four linear (4.4) and one nonlinear (4.2)-(4.3). For each function, the left and the right columns refer respectively to the normal and the double-exponential distributions of errors. For $n=10^{2}$ and $n=10^{3}$, we present the average value of $d(u) \cdot 100 \%$ for 100 MR problems generated by each combination of the considered distributions of the explanatory variables and the error. The average value of $e(u) \cdot 100 \%$ is calculated only in the case of $n=10^{2}$, for the reasons discussed above. One can see that the average values of $d(u) \cdot 100 \%$ are sufficiently close to those of $e(u) \cdot 100 \%$. For $n=10^{4}$, we report the results of solving only one MR problem for each combination of the distributions, because it takes about 3-4 minutes of CPU time to solve one such large-scale problem. Therefore, our main analysis will be focused on the results of the most extensive numerical experiments that correspond to $n=10^{2}$ and $n=10^{3}$. The results corresponding to $n=10^{4}$ serve to illustrate our main conclusions.

Table 4.1: Relative error and relative deviation for normally distributed explanatory variables
average $e(u) \cdot 100 \%$ for $n=10^{2}$

| sort | $\alpha=(0,0)$ | $\alpha=(1,0.1)$ | $\alpha=(0.1,1)$ | $\alpha=(1,1)$ | nonlinear |  |  |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| (1stComp) | 2.63 | 2.85 | 3.31 | 3.42 | 13.57 | 14.83 | 8.60 | 9.19 | 7.63 | 7.30 |
| (SumOrd) | 0.58 | 0.63 | 2.55 | 2.25 | 2.42 | 2.12 | 1.34 | 1.22 | 1.15 | 1.58 |
| (SumComp) | 0.56 | 0.64 | 2.35 | 1.95 | 2.36 | 2.09 | 1.22 | 1.25 | 1.33 | 1.37 |
| (NumPred) | 0.79 | 0.71 | 2.96 | 2.58 | 3.05 | 2.88 | 2.19 | 1.57 | 2.04 | 2.50 |
| (NumSucc) | 0.79 | 0.92 | 2.52 | 2.06 | 2.74 | 2.40 | 1.80 | 1.54 | 1.35 | 1.40 |
| (MinVal) | 0.62 | 0.68 | 0.87 | 0.88 | 1.02 | 0.71 | 0.77 | 0.72 | 0.71 | 0.74 |
| (Hasse1) | 0.56 | 0.50 | 2.41 | 1.94 | 2.11 | 1.69 | 0.90 | 0.83 | 1.09 | 1.42 |
| (Hasse2) | 0.75 | 0.89 | 2.49 | 2.25 | 2.46 | 2.17 | 1.62 | 1.43 | 0.89 | 0.90 |


| average $d(u) \cdot 100 \%$ for $n=10^{2}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | ---: | :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | :--- |
| (1stComp) | 2.45 | 2.69 | 2.87 | 3.02 | 13.00 | 14.41 | 8.36 | 8.95 | 7.48 | 7.10 |
| (SumOrd) | 0.41 | 0.48 | 2.11 | 1.86 | 1.92 | 1.73 | 1.12 | 1.00 | 1.00 | 1.39 |
| (SumComp) | 0.39 | 0.48 | 1.91 | 1.56 | 1.85 | 1.70 | 0.99 | 1.02 | 1.19 | 1.18 |
| (NumPred) | 0.62 | 0.55 | 2.52 | 2.18 | 2.54 | 2.50 | 1.96 | 1.34 | 1.89 | 2.31 |
| (NumSucc) | 0.62 | 0.76 | 2.08 | 1.66 | 2.23 | 2.01 | 1.58 | 1.32 | 1.21 | 1.20 |
| (MinVal) | 0.45 | 0.52 | 0.44 | 0.49 | 0.53 | 0.33 | 0.54 | 0.50 | 0.57 | 0.55 |
| (Hasse1) | 0.39 | 0.35 | 1.97 | 1.55 | 1.61 | 1.31 | 0.67 | 0.61 | 0.94 | 1.22 |
| (Hasse2) | 0.58 | 0.73 | 2.05 | 1.86 | 1.96 | 1.78 | 1.40 | 1.21 | 0.74 | 0.71 |


| average $d(u) \cdot 100 \%$ for $n=10^{3}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| (1stComp) | 1.52 | 1.28 | 3.46 | 2.74 | 48.73 | 50.74 | 33.59 | 33.93 | 29.11 | 30.23 |
| (SumOrd) | 0.21 | 0.19 | 1.27 | 1.24 | 1.31 | 1.03 | 0.50 | 0.41 | 0.92 | 0.89 |
| (SumComp) | 0.02 | 0.03 | 0.70 | 0.68 | 0.81 | 0.53 | 0.03 | 0.02 | 0.62 | 0.55 |
| (NumPred) | 0.28 | 0.19 | 1.97 | 1.82 | 2.42 | 1.93 | 1.27 | 1.15 | 3.03 | 2.76 |
| (NumSucc) | 0.21 | 0.23 | 2.26 | 1.90 | 2.37 | 2.09 | 1.31 | 1.04 | 0.21 | 0.24 |
| (MinVal) | 0.42 | 0.34 | 0.28 | 0.41 | 0.18 | 0.48 | 1.09 | 1.09 | 1.12 | 1.25 |
| (Hasse1) | 0.24 | 0.15 | 2.29 | 2.01 | 2.60 | 1.82 | 0.97 | 0.86 | 2.47 | 2.37 |
| (Hasse2) | 0.28 | 0.33 | 2.72 | 2.18 | 2.81 | 2.33 | 1.53 | 1.21 | 0.16 | 0.14 |

$$
d(u) \cdot 100 \% \text { for } n=10^{4}
$$

| (1stComp) | 0.55 | 0.41 | 0.75 | 0.44 | 75.37 | 85.53 | 71.12 | 74.42 | 56.80 | 71.79 |
| :---: | ---: | :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| (SumOrd) | 0.10 | 0.09 | 2.48 | 0.86 | 3.38 | 1.62 | 0.75 | 0.82 | 2.87 | 3.03 |
| (SumComp) | 0.00 | 0.00 | 0.85 | 0.00 | 2.05 | 0.00 | 0.00 | 0.00 | 1.12 | 1.11 |
| (NumPred) | 0.08 | 0.09 | 3.28 | 1.91 | 3.91 | 1.63 | 1.59 | 1.49 | 7.43 | 7.76 |
| (NumSucc) | 0.11 | 0.05 | 4.03 | 2.51 | 5.29 | 2.14 | 1.63 | 1.45 | 0.00 | 0.00 |
| (MinVal) | 0.20 | 0.23 | 0.00 | 1.00 | 0.00 | 1.05 | 1.95 | 3.25 | 2.07 | 2.55 |
| (Hasse1) | 0.08 | 0.08 | 3.32 | 3.38 | 5.09 | 1.82 | 1.66 | 1.46 | 7.81 | 6.72 |
| (Hasse2) | 0.18 | 0.05 | 4.26 | 2.38 | 5.46 | 2.68 | 2.26 | 2.55 | 0.16 | 0.30 |

In Table 4.3, one can see how the average CPU time for the preprocessing and for running the GPAV algorithm increases with $n$ for normally distributed explanatory variables. The CPU time for uniformly distributed explanatory variables is very similar. Since the rate of increase

Table 4.2: Relative error and relative deviation for uniformly distributed explanatory variables
average $e(u) \cdot 100 \%$ for $n=10^{2}$

| sort | $\alpha=(0,0)$ | $\alpha=(1,0.1)$ | $\alpha=(0.1,1)$ |  | $\alpha=(1,1)$ |  | nonlinear |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| (1stComp) | 3.34 | 2.94 | 3.50 | 3.33 | 14.98 | 15.69 | 7.12 | 9.26 | 7.58 |
| (SumOrd) | 0.68 | 0.84 | 2.90 | 2.20 | 2.40 | 2.62 | 1.49 | 1.41 | 1.35 |
| (SumComp) | 0.76 | 0.79 | 2.65 | 2.22 | 2.34 | 2.53 | 1.48 | 1.38 | 1.34 |
| (NumPred) | 0.88 | 0.95 | 3.13 | 2.77 | 3.69 | 3.72 | 1.97 | 2.24 | 2.49 |
| (NumSucc) | 0.83 | 0.96 | 2.92 | 2.20 | 2.74 | 2.95 | 2.30 | 2.32 | 1.29 |
| (MinVal) | 0.72 | 0.66 | 1.21 | 0.91 | 0.70 | 0.66 | 0.46 | 0.60 | 0.64 |
| (Hasse1) | 0.62 | 0.58 | 2.03 | 2.14 | 1.86 | 2.08 | 1.01 | 0.78 | 1.16 |
| (Hasse2) | 0.85 | 1.11 | 2.88 | 2.54 | 2.19 | 2.75 | 2.00 | 2.14 | 0.89 |

average $d(u) \cdot 100 \%$ for $n=10^{2}$

| (1stComp) | 3.14 | 2.73 | 2.90 | 2.93 | 14.46 | 15.20 | 6.90 | 9.07 | 7.42 | 7.25 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| (SumOrd) | 0.49 | 0.64 | 2.29 | 1.80 | 1.94 | 2.19 | 1.28 | 1.24 | 1.20 | 1.42 |
| (SumComp) | 0.57 | 0.59 | 2.04 | 1.82 | 1.88 | 2.10 | 1.26 | 1.21 | 1.19 | 1.53 |
| (NumPred) | 0.68 | 0.75 | 2.52 | 2.37 | 3.21 | 3.28 | 1.75 | 2.06 | 2.34 | 2.40 |
| (NumSucc) | 0.64 | 0.76 | 2.31 | 1.80 | 2.27 | 2.52 | 2.09 | 2.15 | 1.14 | 1.29 |
| (MinVal) | 0.52 | 0.46 | 0.61 | 0.52 | 0.23 | 0.24 | 0.25 | 0.43 | 0.49 | 0.47 |
| (Hasse1) | 0.43 | 0.38 | 1.43 | 1.74 | 1.40 | 1.65 | 0.79 | 0.60 | 1.00 | 1.35 |
| (Hasse2) | 0.65 | 0.91 | 2.27 | 2.14 | 1.72 | 2.32 | 1.79 | 1.96 | 0.74 | 0.81 |


| average $d(u) \cdot 100 \%$ for $n=10^{3}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| (1stComp) | 1.29 | 1.25 | 3.70 | 3.48 | 54.28 | 63.15 | 35.69 | 39.04 | 27.91 | 30.28 |
| (SumOrd) | 0.15 | 0.15 | 1.25 | 1.05 | 1.35 | 0.97 | 0.09 | 0.10 | 1.57 | 1.41 |
| (SumComp) | 0.14 | 0.15 | 1.31 | 1.02 | 1.34 | 0.96 | 0.09 | 0.10 | 1.57 | 1.43 |
| (NumPred) | 0.17 | 0.15 | 2.71 | 2.08 | 2.99 | 2.45 | 1.31 | 1.17 | 4.68 | 4.59 |
| (NumSucc) | 0.14 | 0.15 | 2.53 | 2.31 | 2.83 | 2.35 | 1.52 | 1.29 | 0.22 | 0.24 |
| (MinVal) | 0.34 | 0.30 | 0.11 | 0.23 | 0.12 | 0.30 | 0.78 | 0.71 | 1.00 | 1.01 |
| (Hasse1) | 0.14 | 0.09 | 2.98 | 2.61 | 2.81 | 2.25 | 1.12 | 0.97 | 3.66 | 3.82 |
| (Hasse2) | 0.24 | 0.23 | 2.93 | 2.81 | 3.46 | 2.84 | 1.81 | 1.49 | 0.22 | 0.14 |

$d(u) \cdot 100 \%$ for $n=10^{4}$

| (1stComp) | 0.40 | 0.24 | 1.70 | 1.12 | 108.51 | 117.33 | 95.32 | 105.58 | 82.04 | 113.01 |
| :---: | ---: | :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| (SumOrd) | 0.04 | 0.02 | 1.34 | 0.43 | 1.72 | 0.62 | 0.00 | 0.00 | 3.39 | 1.76 |
| (SumComp) | 0.03 | 0.06 | 1.37 | 0.53 | 1.41 | 0.32 | 0.02 | 0.00 | 3.37 | 1.70 |
| (NumPred) | 0.02 | 0.00 | 4.22 | 1.61 | 4.57 | 1.57 | 1.47 | 1.42 | 10.58 | 10.14 |
| (NumSucc) | 0.00 | 0.02 | 3.16 | 2.63 | 4.80 | 2.55 | 1.81 | 1.42 | 0.00 | 0.00 |
| (MinVal) | 0.10 | 0.06 | 0.00 | 0.00 | 0.00 | 0.00 | 1.82 | 2.22 | 2.00 | 5.79 |
| (Hasse1) | 0.02 | 0.02 | 4.78 | 3.24 | 5.05 | 3.20 | 1.78 | 2.32 | 10.55 | 9.43 |
| (Hasse2) | 0.04 | 0.07 | 5.24 | 3.49 | 5.73 | 1.96 | 2.83 | 1.92 | 0.17 | 0.41 |

was almost the same for all types of error distributions and functions considered, we present here the computational time for $y(x)=x_{1}+x_{2}$ and normally distributed errors. The CPU time of LSQLIN is available for $n=10^{2}$ only; it was around 0.9 seconds. One can observe that,

Table 4.3: CPU time (seconds) of running preprocessing and GPAV algorithm

| algorithm | $n=10^{2}$ | $n=10^{3}$ | $n=10^{4}$ |
| :---: | ---: | ---: | ---: |
| (1stComp) | 0.011 | 0.373 | 50.3 |
| (SumOrd) | 0.012 | 0.388 | 50.5 |
| (SumComp) | 0.012 | 0.399 | 50.7 |
| (NumPred) | 0.013 | 0.399 | 51.4 |
| (NumSucc) | 0.019 | 0.834 | 130.9 |
| (MinVal) | 0.020 | 0.714 | 94.7 |
| (Hasse1) | 0.013 | 0.706 | 113.5 |
| (Hasse2) | 0.016 | 0.787 | 125.3 |
| GPAV | 0.019 | 0.596 | 108.2 |

for each value of $n$, the preprocessing time does not differ much for the sortings considered. Moreover, the time for the preprocessing and for running the GPAV algorithm have comparable values. For each sorting, the ratio between these two times changes with $n$ moderately. For GPAV, the observed growth of time with $n$ is in a good agreement with the $O\left(n^{2}\right)$ estimate of its computational complexity.

It should be emphasized that, in our numerical experiments, the variance of the error $\varepsilon_{i}$ is comparable with the function values $y\left(X_{i}\right)$. Such observations, with a high level of noise, were deliberately chosen for checking the performance of the GPAV algorithm in this difficult case.

The results presented in Tables 4.1 and 4.2 indicate that all the sortings, except (1stComp), assure a fairly good accuracy of the GPAV solution. We discuss below the reasons why ( 1 stComp) is such an unfavorable sorting for our algorithm. The problems generated on the base of the linear function with $\alpha=(0,0)$ were the easiest for all the sortings including (1stComp). Therefore, we will focus our analysis on the results obtained on the basis of the other functions.

Obviously, the most difficult were linear problems with $\alpha=(1,0.1)$ and $\alpha=(0.1,1)$. Note that (1stComp) provides the best accuracy for $\alpha=(1,0.1)$, while its worst performance corresponds to $\alpha=(0.1,1)$. We tested even more difficult problems defined by $\alpha=(1,0)$ and $\alpha=(0,1)$. They can be viewed as pathological, because the cases, in which $y$ does not depend on some of the explanatory variables, are not typical for the applied MR problems. The corresponding results are not reported in the tables. It is sufficient to mention here that the best results of ( 1 stComp ) refer to $\alpha=(1,0)$. They were even better than those obtained by the sortings (SumOrd), (SumComp), (NumPred) and (NumSucc) which, like (1stComp), do not depend on the values of $Y_{i}$. The other sortings are discussed below. Figures 4.2 and 4.3 show that the set propagation for (1stComp) is identical, in the case of $\alpha=(1,0)$, to the propagation of the set

$$
\begin{equation*}
\left\{X_{j}: y\left(X_{j}\right) \leq c, 1 \leq j \leq n\right\} \tag{4.5}
\end{equation*}
$$

as $c$ increases. They are similar when $\alpha=(1,0.1)$. On the other hand, these two sets propagate in almost orthogonal directions when $\alpha=(0.1,1)$. This allows us to put forward a hypothesis that the more similarities there are between the set propagation of a sorting and the level sets of the function $y(x)$, the better the accuracy is provided by the sorting. The set propagation of (1stComp), in comparison to the other sortings, is much more different from the level sets of the linear function with $\alpha=(0.1,1)$. This explains why ( 1 stComp ) shows the worst results in this case. Again, the set propagation for (SumComp) is identical to the level sets of the linear function with $\alpha=(1,1)$. The best accuracy among the five sorts mentioned is clearly attributed to (SumComp) in this case and this supports the hypothesis. Moreover, for normally distributed

Table 4.4: Distribution of the relative deviation for (SumComp) and (MinVal), $n=10^{3}$
linear function, $\alpha=(0,0.1)$

| error | sort | normal $X_{i}$ |  |  |  | uniform $X_{i}$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $0-1 \%$ | $0-3 \%$ | av. | $\max$ | $0-1 \%$ | $0-3 \%$ | av. | $\max$ |
| norm. | (SumComp) | 64 | 99 | 0.81 | 3.49 | 39 | 98 | 1.34 | 3.05 |
| norm. | (MinVal) | 95 | 99 | 0.18 | 3.83 | 96 | 100 | 0.12 | 2.78 |
| d-exp. | (SumComp) | 77 | 100 | 0.53 | 2.50 | 56 | 98 | 0.96 | 3.08 |
| d-exp. | (MinVal) | 83 | 96 | 0.48 | 3.86 | 89 | 99 | 0.30 | 7.60 |


| linear function, $\alpha=(1,1)$ |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| norm. | (SumComp) | 100 | 100 | 0.03 | 0.57 | 100 | 100 | 0.09 | 0.54 |
| norm. | (MinVal) | 49 | 100 | 1.09 | 2.75 | 66 | 100 | 0.78 | 2.70 |
| d-exp. | (SumComp) | 100 | 100 | 0.02 | 0.20 | 99 | 100 | 0.10 | 1.04 |
| d-exp. | (MinVal) | 52 | 97 | 1.09 | 3.68 | 71 | 100 | 0.71 | 2.79 |

nonlinear function

| norm. | (SumComp) | 80 | 100 | 0.62 | 2.26 | 27 | 95 | 1.57 | 3.89 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| norm. | (MinVal) | 54 | 93 | 1.12 | 3.65 | 57 | 94 | 1.00 | 4.97 |
| d-exp. | (SumComp) | 82 | 100 | 0.55 | 2.33 | 31 | 98 | 1.43 | 3.61 |
| d-exp. | (MinVal) | 47 | 93 | 1.25 | 4.18 | 57 | 96 | 1.01 | 6.31 |

explanatory variables, the set propagation of (SumOrd) differs noticeably from the propagation of the set (4.5) when $\alpha=(1,1)$, while they are identical for the uniform distribution. This explains why (SumOrd) shows a better performance in the last case.
(MinVal) resembles the propagation of the level sets, especially in the case of normally distributed errors. This is one of the reasons why this sorting usually provides the best accuracy, and also why it performs better for this error distribution than in the double-exponential case. The other reason is that (MinVal) is based on the idea presented at the end of Section 2 that suggests treating next the observation with the smallest value of $Y_{i}$ among the observation admitted by GPAV for treating next. This strategy offers an extra opportunity for obtaining a higher accuracy.

The same basic idea is employed in sortings (Hasse1) and (Hasse2). This assures that these sortings, as well as sorting (MinVal), provide an optimal topological order in the MR problem presented by Figure 2.1.

In support of this strategy, it is necessary to mention that we compared sortings (Hasse1) and (Hasse2) with essentially the same sortings, also based on the Hasse diagrams, but which were not using the values of $Y_{i}$. Sortings (Hasse1) and (Hasse2) performed much better due to the introduced strategy. We do not report the details of this comparative analysis here.

Considering how the two different distributions of errors affect the performance of all the sortings, we notice that (SumOrd), (NumPred) and (Hasse1) are among those least sensitive to the presence of outliers produced by the double-exponential distribution of errors.

Obviously, (SumComp) and (MinVal) are among the best sortings in our numerical experiments. It should be mentioned that (Hasse2) is among the best, mainly for the nonlinear
function. Since Tables 4.1 and 4.2 present average values only, let us take a closer look, for (MinVal) and (SumComp), at the variation of their relative deviation. This is presented in Table 4.4. For each combination of function, distribution of errors and distribution of explanatory variables, we report in this table the number of problems, of 100 in total, which have been solved with relative deviation below $1 \%$ and below $3 \%$. To facilitate the analysis, we reproduce in column 'av.' the average value of $d(u) \cdot 100 \%$ from Tables 4.1 and 4.2 . Note that the overwhelming majority of the generated MR problems have been solved by GPAV with the relative deviation below $3 \%$. In column 'max', the maximal value of $d(u) \cdot 100 \%$ is reported. Comparing this value for (SumComp) and (MinVal), one can observe that the first sorting is less sensitive to the outliers produced by the double-exponential distribution of errors. One more attractive feature of (SumComp) is that it is easier to implement this sorting than (MinVal).

## 5. Conclusions

We have introduced several sortings which can be used at the preprocessing stage. Let us summarize here the observations presented in the previous section. The GPAV algorithm has been shown to be efficient in term of the computational time, which was below four minutes for solving large-scale MR problems with $10^{4}$ observations. In our extensive numerical experiments (of about $5 \cdot 10^{4}$ in total), the algorithm has produced high accuracy solutions for all the considered sortings, except ( 1 stComp ). If this unfavorable sort is disregarded, the average relative error and the average deviation from the best of the solution obtained was typically below $3 \%$. The main conclusion is that all the sortings considered here, except ( 1 stComp), can be recommended for the data preordering. A slight preference may be given to sortings (SumComp) and (MinVal).

We observed also that a sorting provides good accuracy when its set propagation follows in a certain sense, or at least, does not differ too much from the propagation of the level sets of the response function.

Moreover, the accuracy of the GPAV solution improves when the observed values $Y_{i}$ are properly taken into account. The most successful was the strategy in which the observation chosen for treatment at the current iteration has the smallest observed value among the possible candidates for treatment.
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