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Abstract

Partition property plays a central role in domain decomposition methods. Existing
theory essentially assumes certain ellipticity. We prove the partition property for prob-
lems without ellipticity which are of practical importance. Example applications include
implicit schemes applied to degenerate parabolic partial differential equations arising from
superconductors, superfluids and liquid crystals. With this partition property, Schwarz
algorithms can be applied to general non-elliptic problems with an h-independent optimal
convergence rate. Application to the time-dependent Ginzburg-Landau model of super-
conductivity is illustrated and numerical results are presented.
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1. Introduction

Domain decomposition methods have undergone great development in the past decade and
there has been rich mathematical theory for model problems. It is worthy to examine how these
methods can be effectively applied to practical problems where the model problem analysis does
not trivially apply. It is far from claiming that there remains not much new for domain de-
composition theoretically and practically. In terms of domain partition, domain decomposition
methods are classified as two types: overlapping and non-overlapping. Due to P. L. Lions [7], a
general framework based on projection operators has been established for the convergence anal-
ysis of overlapping methods, where a so-called partition property play a central role. Following
this approach, various overlapping methods such as the multiplicative and additive Schwarz
algorithms have been studied for the model elliptic and parabolic problems as well as their
extension to nonlinear, non-selfadjoint, and indefinite problems. For each case, the essential
task is to verify the validity of the partition property associated with the particular problem.
Although mathematically the fundamental analysis framework remains more or less unchanged,
these works are of practical importance because they make the application of domain decom-
position broader and broader, and more and more practical. There is vast literature available
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in this field, and a complete survey and references are recently found in [5], from which we cite
only a few when necessary.

In this paper, we are interested in problems without ellipticity, such as degenerate parabolic
PDEs which are not toy problems, nor trivial extension of the parabolic model problem for
which the overlapping methods have already been well understood. The study is motivated
by superconductor simulation using the three-dimensional time-dependent Ginzburg-Landau
model (TDGL), which involves solution to a degenerate parabolic system of coupled nonlinear
PDEs [8] [10]. An implicit scheme is used due to the stability consideration. To simulate the
superconducting vortex dynamics over a long time period and the vortex structures at the
equilibrium state, a fairly large step size At has to be used. On the other hand, a small spacing
h is required for adequate resolution. This implies that the condition number of the discrete
system cannot be improved by decreasing At. To simulate a larger sample with more vortices,
one must use many more spatial grid points, which in turn implies larger condition number and
much more intensive computation which takes considerable time even on IBM SP2 and Intel
PARAGON parallel supercomputers. Apparently, preconditioning is necessary and crucial for
reducing the computational time of iterative solvers in order to perform practical simulations.
In fact, this type of degenerate parabolic problems also occur in other important applications
such as superfluids and liquid crystals. We apply overlapping methods to speed up the iteration
and prove the optimal convergence rate for these methods. As for other problems mentioned
earlier, the key task is to verify that the partition property also holds for this type of problems
under the weak assumption. We show that these methods are indeed numerically effective.

The remainder of the paper is organized as follows. We outline P. L. Lions’ general frame-
work and describe the partition property in Section 2. In Section 3, the partition property
for problems without ellipticity is proved. The convergence theory developed in Section 3 is
applied to the Ginzburg-Landau model in Section 4 and numerical results are presented.

2. Partition Property

Starting with a non-overlapping quasi-uniform partition
I
0= U (o5 (2.1)
i=1

of coarse mesh size H, we define an overlapping domain decomposition by extending each
subdomain QY to ; such that

dist (6Qiﬂﬂ,8ﬂgﬂﬂ) >BH, i=1,--,1, (2.2)

where 8 measures the overlapping width and that for any point z € 2, there exist at most
N, subdomains €); containing x. Let V be a finite element space corresponding to a quasi-
uniform fine mesh of size h, and assume that the boundaries of the overlapping subdomains
align with the fine mesh lines. Associated with the domain decomposition, we define subspaces
VicV(1<i<I) as
Vi={veV; v=0in Q/Q}.
I

One can verify that V = Z V;. In addition, one often needs to use Vy which denotes the finite
i=1
element space corresponding to the coarse mesh (2.1).
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Associated with a symmetric, positive definite bilinear form a(-,-) in V, a partition property
of domain decomposition is defined as follows.
Partition Property. There exists a constant Cp > 1 such that for any v € V, the partition
I .
v = Zi:[o v;, where v; € V;, satisfies

I

Z a(vi,v;) < Cpa(v,v), (2.3)

i=1Igp

where Iy = 0 or 1, depending on whether Vj is included.

Let P;: V -> V; be the orthogonal projection operator with respect to a(-,-). According
to P. L. Lions [7], the error propagation operator of the classical Schwarz alternating iterative
procedure can be expressed in terms of {P;} as

E=1-P)I-Prq)---I-Py). (2.4)

For this reason, the Schwarz alternating method is also referred to as the multiplicative Schwarz
algorithm. There is also an additive Schwarz preconditioner for the operator A induced from
a(-,-). The preconditioned operator can be written as

A=>"P. (2.5)

Thus, the convergence of the Schwarz algorithms merely relies on the operators {P;}.

To analyze the additive Schwarz preconditioner, for example, an upper bound for the spectra
of A is easily obtained by a standard functional analysis argument using Cauchy’s inequality,
the definition of the projection, and the assumption on domain decomposition.

Lemma 2.1. [[5]]

I
/\max (Z Pz) S Nm; (26)
i=Io
where Ny, = N, for Iy =1, and Ny, = N. + 1 for Iy = 0.
Recall the Rayleigh quotient

I T
Amin (Z Pi> = 15172)1 Z a(Piu,u)/a(u,u).

i=1Ip i=lIp

A lower bound for the spectra of A then immediately follows from the partition property and
Cauchy’s inequality.

Lemma 2.2.

! 1
l:Io

Combining Lemma 2.1 and Lemma 2.2 yields a bound for the condition number cond(A),
which characterizes the convergence rates of many popular iterative methods with the additive
Schwarz preconditioner.

Theorem 2.3. The condition number cond (A) of the additive Schwarz preconditioned
operator is bounded by N,,Cp.
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With the partition constant Cp, the convergence rate of the multiplicative Schwarz algo-
rithm can also be bounded from a general convergence theory [11] (see the fundamental theorem
IT and Lemma 4.7 therein).

Theorem 2.4. .

(1 + Nc)ZCP ’
Under the above framework, the convergence analysis of overlapping methods is essentially
reduced to establishing the partition property for the problem dependent bilinear form af(-,-),

as in most of the well-known papers [3, 4, 5, 6, 7, 11]. If a(-, - ) induces an H'-equivalent norm,
namely there exist positive constants C; and C5 independent of i such that

IEfl, <1- (2.8)

Cy ||lull? < a(u,u) < Collull;, YueV, (2.9)

then the partition property holds with Cp = O(H~2) for Iy = 1. The factor O(H ~2) can be
removed from the bound for Iy = 0, i. e., if the coarse mesh model is included. A more detailed
analysis can also show the dependence of the bound on the overlapping parameter 3. In fact,
the proof of this result was carried out in terms of H'-norm, which was problem independent,
and then passed to the energy norm under assumption (2.9). Therefore, it appears that (2.9)
is an essential requirement for the partition property. Assumption (2.9) is naturally satisfied
for second order elliptic problems and for implicit schemes applied to the associated parabolic
problems. In the latter case, the convergence is also shown to be uniform without the coarse
mesh as soon as At < CH?. Although the left hand side of (2.9) is relaxed in [4] to Garding’s
inequality

e(u,u) — Clull? < a(u,u) Yu e HE (), (2.10)

where e(-,-) is elliptic, the ellipticity is still an essential requirement. In practice, there are
applications which result in a(-,-) such that a(u,u) can only be lower bounded by Ly-norm
||u||é We show in the next section that the partition property still holds under this very weak
assumption.

3. Partition Property without Ellipticity

Let W C H'(2) be a subspace, where € R? is a bounded domain. Consider a bilinear
form a(-, ) satisfying

a(u,v) = a(v,u), Yu,v € W,
la(u,v)| < Clull, |v]];, Yu,v € W, (3.1)
a(u,u) > C|ull, , Vue W.
Theorem 3.1. Let V. .C W be a finite element subspace. Under the assumption of (3.1),
I
for any v € V, there exist v; € V; such that v = Zv,- and
i=1
I
Za(vi,vi) < CN. (14 B?H?)a(v,v), (3.2)

i=1

where C is a generic constant independent of h, H and I.
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Proof. Recall that in the analysis with ellipticity, one derived the partition property by
actually working on H'-norm and then passing to the energy norm due to the equivalence
between the two norms. It does not appear trivial to extend this result to the non-elliptic case.
Instead, our approach is to work on the bilinear form directly without going through H!'-norm.

As usual, let {6;}{ be a smooth partition of unity defined on ) satisfying

> 6;=1; 0<6;<1; supp b ClJoQ; |V6i|,<CBTH (3.3)
i=1
I
A decomposition v = Z v; is constructed by
i=1

vi:Ih(0iv), i:1,2,"',I, (34)

where I}, is the nodal interpolant on V.
We start directly with the following inequality in the a-form:

ae(Vi, ;) < 2ae (0510, 0 Iv) + 2a, (In ((0; — Oie)v) , In ((6; — Oie)v)) (3.5)

where a.(u,v) is the restriction of a(u,v) on element e and ;. is the average of 8; on e. From
(3.3) we have

0; — 05| . < Ch|V#; < Chp~tH™L. 3.6
00 Lo (e)

Using the inverse estimate ||vy ||, < Ch™! ||up||, and the fact that |[I5(for)lly < 1f]o lonlly, we
have the estimate for the second term on the right hand side of (3.5)

ae (In (0 — bic) v) , In (0 — Oic) v))

< C |k ((8; — bi9) v)]| fql(e)

(3.7)
< Ch2 |1 (6 — 8i0) )12,
< CB2H2|llL,(0) -
For the first term on the right hand side of (3.5), we have
e (OicIpv, 05 Ipv) = e%eae (v,v) < ae(v,v), (3.8)

where we use the facts that 6, is a constant; Iyv = v for v € V; and 62, < 1. We note that (3.8)
is the key for us to successfully obtain the factor a(v,v) in the upper bound. If only getting
||v||f in the bound as in the analysis with ellipticity, we cannot convert it to a(v,v). Combining
(3.7), (3.8) and summing over e leads to

S a(vi,v) < 2N [av,0) + CH2H 2 ol

(3.9)
< CN, [1+B72H?] a(v,v),

where assumption (3.1) is applied for the last inequality, which completes the proof.
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We remark that with the inclusion of the coarse mesh, the estimate for the partition constant
Cp cannot be improved in our case. To see this, recall that in the analysis with ellipticity the
O(H ~2) factor is removed by taking the advantage that

H™2|lv— w2 < CH 2 H? ||v||} < Ca(v,v). (3.10)

We observe that the ellipticity of a(-,-) is essential in (3.10) because the factor ||v||; is essential
for obtaining the first inequality from the approximation theory. Fortunately, in our applications
we are more concerned with the scalability with respect to h, not to H because the number of
processors, or equivalently H, is fixed in general. In fact, we are interested in larger and larger
samples. So H is increasing, not decreasing.

As an application of this general theory, let us consider a degenerate parabolic problem:
seek u € W such that

(O0,0) +blu,v) = (£,0), Vo W, s
u(z,0) =ug € W, )
where the bilinear form b(-, -) satisfies
b(u,v) = b(v,u), Yu,v € W;
b(u, )| < Clully lvlly,  Vu,v € W; (3.12)
b(u,u) >0, Vue W.

We call (3.11) a degenerate parabolic problem because the bilinear form b(u,v) is only non-
negative, not elliptic. Thus this problem is essentially different from, even not a trivial extension
from that considered in [3]. Applying finite elements in space and implicit finite differences in
time leads to, at every time step, a discrete problem: seek up € V' C W such that

ar(un,vn) = gr(vn), Yo €V, (3.13)

where
a-(u,v) = (u,v) + 7b(u,v) (3.14)

with 7 = At.

It is easy to verify that a.(-,-) satisfies (3.1). Thus (3.13) is uniquely solvable, and Theorem
3.1 can be applied with a,(-,-) as the bilinear form. We also note that the last inequality in
assumption (3.12) can be extended to

b(u,u) > —allul|2, YueW, (3.15)
where a > 0 is a positive constant. In this case, we introduce
b*(u,v) = b(u,v) + alu,v),

so that b*(-,-) satisfies (3.12). Then, corresponding to (3.14), we have

ar(u,v) = (u,v) + 1 T 7_b*(u,v), for T <1/a. (3.16)

We can also derive the partition property with At involved in the upper bound.
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Theorem 3.2. Under assumption (3.12), for any v € V, there exist v; € V; such that
T
v = Zv,- and
i=1

I
Zar(vi,vi) <CN.(1+7872H ?) a;(v,v), (3.17)

i=1
where C' is a generic constant independent of h, H and I.
Proof. Applying the argument in Theorem 3.1 we obtain

I
3 b(vi, ;) < 2N, [b(v,v) +CB2H? ||v||§] . (3.18)

i=1
For the inner-product term, we have
T T
> i) =Y L (B:0)l; < CN ol - (3.19)
i=1 i=1
Therefore,
> ar(vi,00)
= Sima [(05,03) + 7b(v3, v3)]
< ON.(v,v) 4+ 27N, [b(v,v) + CB2H (v, v)] (3.20)

< N, [C’ (1 + Tﬂ_2H_2) (v,v) + 2Tb(v,v)]

<CN. (1 + Tﬁ72H72) a.,—(’U,'U),

which completes the proof.

4. Application to the Ginzburg-Landau Model

Let us now consider a practical degenerate parabolic problem in the time-dependent Ginzburg-
Landau model which is used extensively in superconductor simulation. The governing equations

are
5+ GV + Ay + |9y =0,
inQ2 x (0,77, (4.1)
82 + curleurlA + o (4" Vi) — V") + [[?A = curlH,
with boundary conditions
i
2,
curlA xn=H xn, ondQ x (0,T], (4.2)

A - n=0,
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and initial conditions
¥(x,0) = ¥°(x)with|°] < 1;
infY, (4.3)
A(x,0) = A%(x)withdivA® = 0, A% - n =0,
where n is the unit outer normal vector, and others are conventional notations. In this model,
¥ is a complex variable and A = (Ax, Ay, A,) is a vector.

We apply Crank-Nicolson-Galerkin decoupling methods in [8, 10]. A typical step in these
algorithms is to solve two decoupled linear systems

(¥yn) + Tay(,n) = fyu(n), YneV;
(4.4)
(A,v)+Taa(A,v) = fa(v), VveV,
with

ap(bm) = ((£V+A) ¢, (£V+A) ) + (0 = ) m);
(4.5)

aa(A,v) = (curl A, curlv) + (aA,v),

where 0 < o < 1 and A are known from previous time steps.
For the first equation of (4.4), ay(-,-) is not elliptic in general. However, we have

ay(v,v) =% |U|? +4 ((Vvv* —oVu*) ,A) + (A’U,AU) + ((a = Dv,w)

vV

2
= [vly = ClIVollge [Jvll s

A

2
Dl

v

2 2
= ol = Clolyllvlls = llvllg

vV

2 2
= [oly = 1ol (gz ol + Cllvll) = llvllg

vV

2 2 2 2 2
& ol} = (= Iof; + 22 of} + C ol = Il

2 2
= 5z vl = Cllvlly,

where we used HAH . < C'[10] for the second inequality and an interpolation inequality estimate
L

1

1 1 1 c
loll, <ol 2, ol 2, < Bllvllz, + 13 loll,, < BIIVollg + 3 lvllo, V8,
for the third inequality. Therefore, if 7 is sufficiently small,

T 2 2
ar(v,0) > S |] +(1=C1)lvllg

> min (5,1 - C7) |Jv]|7 .

Thus a,(-,-) is elliptic so that the convergence analysis with ellipticity can be applied to this
case. However, we note that on one hand, 7 should be quite small because the generic con-
stant C' above would be very large; and on the other hand, the partition parameter Cp =
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0] (1/min (%, 1-— CT)) should be very large in practice because x would also be large in a
physically interesting regime. These difficulties are not present in our analysis by viewing it
as a degenerate parabolic problem. For this particular case, we can also apply the GMRES-
Schwarz algorithm for indefinite elliptic problems [4] because

T 2 T 2
ar(v,0) 2 S [Plly + (1 =7 = =) [lvllg-

However, CG method is generally more efficiently than GMRES.

1
For the second equation of (4.4), we note that (||curlA||g + ||divA||(2)) * defines a norm in
{A € H(Q)]A'n = 0}. But A is not divergence-free in general for the TDGL model. Therefore,
even with the inclusion of a term ||A||é in a,(A,A), one cannot obtain an H'-equivalent norm
as in the first equation because ||A||, cannot control ||divAl|,. Yet, this is simply another
particular example of the degenerate parabolic problem. Therefore, the convergence theory
developed in the previous section can be applied to it.

PERFORMANCE OF ADDITIVE SCHWARZ PRECONDITIONER

nubmber of iterations
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Fig 4.1. Number of iterations versus mesh size n for an n x n x n grid for solving a typical magnetic potential
equation with additive Schwarz preconditioning, where p denotes the number of processors.

Fig. 4.1 shows the number of iterations versus the grid size for both CG and preconditioned
CG methods with the additive Schwarz preconditioner in solving a typical magnetic potential
equation. The overlapping width is A and a tolerance 10719 is used in the stopping criterion.
p denotes the number of processors, or equivalently the number of subdomains. At every
preconditioning step, a local problem needs to be solved for each subdomain. We again apply
the CG iteration in the local solver and a tolerance 1078 is used in the stopping criterion for
this inner loop. So the preconditioner is inexact in this sense. Double precision is used in the
computation. It is seen that the convergence rate of the PCG iteration is almost independent of
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the spatial resolution A and moderately varies with the number of subdomains. The performance
is consistent for all time levels. Similar performance is observed for solving the order parameter
equations. Readers are referred to [9] for more numerical results and practical considerations
of stationary preconditioners.
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