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Abstract

We establish the convergence theories of the symmetric relaxation methods for
the system of linear equations with symmetric positive definite coefficient matrix,
and more generally, those of the unsymmetric relaxation methods for the system
of linear equations with positive definite matrix.
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1. Introduction

The classical iterative methods, such as the Jacobi method, the Gauss-Seidel method

and the SOR method, as well as their symmetrized variants, play an important role for

solving the large sparse system of linear equations

Ax = b, (1.1a)

where

A = (amj) ∈ L(Rn) is a given nonsingular matrix;

x = (x1, x2, · · · , xn)T ∈ Rn is the unknown vector; and (1.1b)

b = (b1, b2, · · · , bn)T ∈ Rn is a given vector.

In accordance with the basic extrapolation principle of the linear iterative method,

Hadjidimos[1] further proposed a class of accelerated overrelaxation (AOR) method for

solving the linear system (1.1) in 1978. This method includes two arbitrary parameters,

and their suitable choices not only can naturally recover the Jacobi, the Gauss-Seidel

and the SOR methods, etc., but also can considerably improve the convergence property

of this AOR method. After many authors’ extensive and deepened researches, the

convergence theories of the afore-mentioned relaxation methods have been established

in a more complete manner when the coefficient matrix of the linear system (1.1) is
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an L-matrix, an M -matrix, an H-matrix, and a symmetric positive definite matrix,

respectively. For details one can refer to [1]–[7] and references therein.

Based on Hadjidimos’ work[1], many researchers have designed the symmetrized and,

more generally, the unsymmetrized versions of the AOR method, called as the SAOR

method and the UAOR method, respectively, and discussed in detail the convergence

properties of these methods under the conditions that the coefficient matrix of the linear

system (1.1) is either an L-matrix, or an M -matrix, or an H-matrix. For more details

one can see [4] and references therein. These studies not only afford efficient algorithm

choices for the linear system (1.1), but also establish systematical convergence theories

for the relaxation methods.

However, to our knowledge, except for the symmetric positive definite matrix with

property–A, there is no convergence result about either the SAOR method or the

UAOR method for general (symmetric) positive definite matrix class. The difficulty

seems to be that the commutativity as in the SSOR method does not still hold in these

methods. In this paper, we will emphatically establish the convergence theory of the

SAOR method for the symmetric positive definite matrix class, or more generally, that

of the UAOR method for the positive definite matrix class.

2. Reviews of the Relaxation Methods

More generally, from now on, we will turn to consider the system of linear equations

(1.1) which has the following partitioned form:

A =









A1,1 A1,2 · · · A1,N

A2,1 A2,2 · · · A2,N

· · · · · · · · · · · ·

AN,1 AN,2 · · · AN,N









, x =











x1

x2
...

xN











, b =











b1

b2
...

bN











, (2.1a)

where

Ai,j ∈ L(Rnj , Rni), xi, bi ∈ Rni , i, j = 1, 2, · · · , N (2.1b)

and ni (i = 1, 2, · · · , N) are positive integers satisfying

n1 + n2 + · · · + nN = n. (2.1c)

Also, we will stipulate that Ai,i (i = 1, 2, · · · , N) are nonsingular matrices.

If we take

AD = diag (A1,1, A2,2, · · · , AN,N ),

AL =





















0

−A2,1 0
...

. . .
. . .

...
. . .

. . .

−AN−1,1 · · · · · · −AN−1,N−2 0

−AN,1 · · · · · · −AN,N−2 −AN,N−1 0





















,
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and

AU =























0 −A1,2 −A1,3 · · · · · · −A1,N

0 −A2,3 · · · · · · −A2,N

. . .
. . .

...
. . .

. . .
...

. . . −AN−1,N

0























,

then the UAOR method can be expressed as

xp+1 = HUAOR(γ1, ω1; γ2, ω2)x
p + dUAOR(γ1, ω1; γ2, ω2), p = 0, 1, 2, · · · , (2.2)

where
{

HUAOR(γ1, ω1; γ2, ω2) = UAOR(γ2, ω2)LAOR(γ1, ω1)

dUAOR(γ1, ω1; γ2, ω2) = UAOR(γ2, ω2)(AD − γ1AL)−1(ω1b) + (AD − γ2AU )−1(ω2b),
(2.3)

and
{

LAOR(γ1, ω1) = (AD − γ1AL)−1[(1 − ω1)AD + (ω1 − γ1)AL + ω1AU ]

UAOR(γ2, ω2) = (AD − γ2AU )−1[(1 − ω2)AD + (ω2 − γ2)AU + ω2AL].
(2.4)

Clearly, this method covers a lot of known practical relaxation methods, for example,

(1) when γ1 = γ2 = γ, ω1 = ω2 = ω, it gives the SAOR method:

xp+1 = HSAOR(γ, ω)xp + dSAOR(γ, ω), p = 0, 1, 2, · · · , (2.5)

where
{

HSAOR(γ, ω) = UAOR(γ, ω)LAOR(γ, ω)

dSAOR(γ, ω) = UAOR(γ, ω)(AD − γAL)−1(ωb) + (AD − γAU )−1(ωb);
(2.6)

(2) when γ1 = ω1 = ω, γ2 = ω2 = ω̄, it turns to the unsymmetric SOR (USOR)

method: xp+1 = HUSOR(ω, ω̄)xp + dUSOR(ω, ω̄), p = 0, 1, 2, · · ·, where

{

HUSOR(ω, ω̄) = USOR(ω̄)LSOR(ω)

dUSOR(ω, ω̄) = USOR(ω̄)(AD − ωAL)−1(ωb) + (AD − ω̄AU )−1(ω̄b),

and
{

LSOR(ω) = (AD − ωAL)−1[(1 − ω)AD + ωAU ]

USOR(ω̄) = (AD − ω̄AU )−1[(1 − ω̄)AD + ω̄AL];

(3) when γ1 = γ2 = ω1 = ω2 = ω, it becomes to the SSOR method: xp+1 =

HSSOR(ω)xp + dSSOR(ω), p = 0, 1, 2, · · ·, where HSSOR(ω) = USOR(ω)LSOR(ω),

dSSOR(ω) = USOR(ω)(AD − ωAL)−1(ωb) + (AD − ωAU )−1(ωb);

(4) when γ1 = γ2 = ω1 = ω2 = 1, it reduces to the symmetric Gauss-Seidel (SGS)

method: xp+1 = HSGSxp + dSGS, p = 0, 1, 2, · · ·, where HSGS = USGSLSGS , dSGS =

USGS(AD − AL)−1b + (AD − AU )−1b, and LSGS = (AD − AL)−1AU , USGS = (AD −

AU )−1AL;
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(5) when γ1 = γ2 = 0, ω1 = ω2 = 1, it changes to the symmetric Jacobi (SJ) method:

xp+1 = HSJxp + dSJ , p = 0, 1, 2, · · ·, where HSJ = L2
SJ , dSJ = LSJA−1

D b + A−1
D b, and

LSJ = A−1
D (AL + AU );

(6) when γ1 = γ, ω1 = ω and γ2 = ω2 = 0, it gives the AOR method: xp+1 =

LAOR(γ, ω)xp + dAOR(γ, ω), p = 0, 1, 2, · · ·, where dAOR(γ, ω) = (AD − γAL)−1(ωb);

(7) when γ1 = 0, ω1 = 1 and γ2 = ω2 = 0, it reduces to the Jacobi method:

xp+1 = LJxp + dJ , p = 0, 1, 2, · · ·, where LJ = A−1
D (AL + AU ), dJ = A−1

D b.

3. Convergence Theory of the UAOR Method

In this section, we will mainly discuss the convergence property of the UAOR-

method when the coefficient matrix of the system of linear equations (1.1a) with (2.1)

is positive definite. More concretely, we will deduce sufficient conditions that can

guarantee the convergence of the UAOR method, and thereby, in particular, the USOR

method, for this matrix class. First of all, we demonstrate the following equivalent

expression of the iteration formula (2.2).

Theorem 3.1. Let

GUAOR(γ1, ω1; γ2, ω2) = (ω1 + ω2)AD − ω2γ1AL − ω1γ2AU − ω1ω2A. (3.1)

Then the iteration formula (2.2) is equivalent to

{

xp+1 = xp + (AD − γ2AU )−1GUAOR(γ1, ω1; γ2, ω2)(AD − γ1AL)−1(b − Axp)

p = 0, 1, 2, · · · .
(3.2)

Hence, if GUAOR(γ1, ω1; γ2, ω2) is nonsingular, then

xp+1 = xp + BUAOR(γ1, ω1; γ2, ω2)
−1(b − Axp), p = 0, 1, 2, · · · , (3.3)

where

BUAOR(γ1, ω1; γ2, ω2) = (AD − γ1AL)GUAOR(γ1, ω1; γ2, ω2)
−1(AD − γ2AU ). (3.4)

Proof. (3.3) is obviously a direct corollary of (3.2). So, we only need to verify the

validity of (3.2). By (2.4) it clearly holds that

{

LAOR(γ1, ω1) = I − (AD − γ1AL)−1(ω1A)

UAOR(γ2, ω2) = I − (AD − γ2AU )−1(ω2A).

Therefore, according to (2.3) we can obtain

HUAOR(γ1, ω1; γ2, ω2) =[I − (AD − γ2AU )−1(ω2A)][I − (AD − γ1AL)−1(ω1A)]

=I − (AD − γ1AL)−1(ω1A) − (AD − γ2AU )−1(ω2A)

+ (AD − γ2AU )−1(ω2A)(AD − γ1AL)−1(ω1A)

=I − (AD − γ2AU )−1GUAOR(γ1, ω1; γ2, ω2)(AD − γ1AL)−1A.
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In addition, we can analogously get

dUAOR(γ1, ω1; γ2, ω2) =[I − (AD − γ2AU )−1(ω2A)](AD − γ1AL)−1(ω1b)

+ (AD − γ2AU )−1(ω2b)

=(AD − γ2AU )−1GUAOR(γ1, ω1; γ2, ω2)(AD − γ1AL)−1b.

Substituting these two equalities into (2.2) we can immediately obtain (3.2).

Theorem 3.2. Assume that the matrix GUAOR(γ1, ω1; γ2, ω2) defined by (3.1) is

nonsingular. Then

(i) BUAOR(γ1, ω1; γ2, ω2) = A + FUAOR(γ1, ω1; γ2, ω2),

where the matrix BUAOR(γ1, ω1; γ2, ω2) is given by (3.4), and

FUAOR(γ1, ω1; γ2, ω2) = (AD−γ2AU −ω2A)GUAOR(γ1, ω1; γ2, ω2)
−1(AD−γ1AL−ω1A);

(ii) if A is a positive definite matrix and FUAOR(γ1, ω1; γ2, ω2) is a nonnegative

definite matrix, it holds that

sup
x 6=0

xT Ax

xT BUAOR(γ1, ω1; γ2, ω2)x
≤ 1.

Furthermore, if FUAOR(γ1, ω1; γ2, ω2) is also a positive definite matrix, then

sup
x 6=0

xT Ax

xT BUAOR(γ1, ω1; γ2, ω2)x
< 1.

Proof. We first test (i). By direct calculations we have

(AD − γ1AL)GUAOR(γ1, ω1; γ2, ω2)
−1(AD − γ2AU )

=
[ 1

ω2
GUAOR(γ1, ω1; γ2, ω2) +

(

AD − γ1AL −
1

ω2
GUAOR(γ1, ω1; γ2, ω2)

)]

× GUAOR(γ1, ω1; γ2, ω2)
−1

×
[ 1

ω1
GUAOR(γ1, ω1; γ2, ω2) +

(

AD − γ2AU −
1

ω1
GUAOR(γ1, ω1; γ2, ω2)

)]

=
1

ω1ω2
GUAOR(γ1, ω1; γ2, ω2) +

1

ω2

(

AD − γ2AU −
1

ω1
GUAOR(γ1, ω1; γ2, ω2)

)

+
1

ω1

(

AD − γ1AL −
1

ω2
GUAOR(γ1, ω1; γ2, ω2)

)

+
(

AD − γ1AL −
1

ω2
GUAOR(γ1, ω1; γ2, ω2)

)

GUAOR(γ1, ω1; γ2, ω2)
−1

×
(

AD − γ2AU −
1

ω1
GUAOR(γ1, ω1; γ2, ω2)

)

=A + (AD − γ2AU − ω2A)GUAOR(γ1, ω1; γ2, ω2)
−1(AD − γ1AL − ω1A),

which is just the equality of (i).

Clearly, (ii) is a direct corollary of (i).
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Based on Theorem 3.2, we can now give the following sufficient condition that can

ensure the convergence of the UAOR-method.

Theorem 3.3. Assume that the matrices A ∈ L(Rn) is nonsingular and definite,

GUAOR(γ1, ω1; γ2, ω2) is nonsingular. Then the UAOR-method is convergent to the

unique solution of the system of linear equations (1.1a) with (2.1) if it holds that

inf
y 6=0

{

Re
(yHFUAOR(γ1, ω1; γ2, ω2)y

yHAy

)}

> −
1

2
,

where Re(•) denotes the real part and Im(•) the imaginary part of the corresponding

complex, respectively.

Proof. Clearly, under the conditions of this theorem, we know that BUAOR(γ1, ω1; γ2,

ω2) is nonsingular, and for all y ∈ Cn\{0} there hold yHAy 6= 0. Let λ be an eigenvalue

of the matrix BUAOR(γ1, ω1; γ2, ω2)
−1A, and y be the corresponding eigenvector. Then,

there has λ 6= 0 and it holds that Ay = λBUAOR(γ1, ω1; γ2, ω2)y. Hence,

λ =
yHAy

yHBUAOR(γ1, ω1; γ2, ω2)y
=

yHAy

yHAy + yHFUAOR(γ1, ω1; γ2, ω2)y
.

Now, if we denote

ζ(y) =
yHFUAOR(γ1, ω1; γ2, ω2)y

yHAy

and

ξ(y) = Re(ζ(y)), η(y) = Im(ζ(y)),

then λ = 1/(1 + ζ(y)).

Let µ be an eigenvalue of the matrix HUAOR(γ1, ω1; γ2, ω2). Obviously, there holds

µ = 1 − λ =
ζ(y)

1 + ζ(y)
, ∀y ∈ En,

where

En = {y ∈ Cn \ {0} | Ay = λBUAOR(γ1, ω1; γ2, ω2)y}.

Hence, the convergence of the UAOR-method is equivalent to

|µ| =

√

ξ(y)2 + η(y)2
√

(1 + ξ(y))2 + η(y)2
< 1, ∀y ∈ En.

Noticing that this inequality is equivalent to ξ(y) > −
1

2
(∀y ∈ En), we thereby fulfill

the proof of this theorem.

Theorem 3.3 immediately implies the following sufficient condition for guaranteeing

the convergence of the UAOR-method.

Theorem 3.4. If the matrix A is positive definite, the matrix GUAOR(γ1, ω1; γ2, ω2)

is nonsingular, and the matrix FUAOR(γ1, ω1; γ2, ω2) is nonnegative definite, then the

UAOR-method is convergent.
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Now, if we introduce matrices

GSJ = GUAOR(0, 1; 0, 1) = 2AD − A;

GSGS = GUAOR(1, 1; 1, 1) = AD;

GSSOR(ω) = GUAOR(ω, ω;ω, ω) = ω(2 − ω)AD;

GUSOR(ω, ω̄) = GUAOR(ω, ω; ω̄, ω̄) = (ω + ω̄ − ωω̄)AD;

GSAOR(γ, ω) = GUAOR(γ, ω; γ, ω) = ω(2 − γ)AD + ω(γ − ω)A,

and

FSJ =FUAOR(0, 1; 0, 1) = (AD − A)G−1
SJ(AD − A);

FSGS =FUAOR(1, 1; 1, 1) = ALG−1
SGSAU ;

FSSOR(ω) =FUAOR(ω, ω;ω, ω)

=(AD − ωAU − ωA)GSSOR(ω)−1(AD − ωAL − ωA);

FUSOR(ω, ω̄) =FUAOR(ω, ω; ω̄, ω̄)

=(AD − ω̄AU − ω̄A)GUSOR(ω, ω̄)−1(AD − ωAL − ωA);

FSAOR(γ, ω) =FUAOR(γ, ω; γ, ω)

=(AD − γAU − ωA)GSAOR(γ, ω)−1(AD − γAL − ωA),

then the following convergence conclusions about the SJ-method, SGS-method, SSOR-

method, USOR-method and the SAOR-method can be directly got from Theorem 3.4.

Corollary 3.1. Let the matrix A be positive definite. Then

(1) if (2AD − A) is nonsingular and FSJ is nonnegative definite, the SJ-method is

convergent;

(2) if FSGS is nonnegative definite, the SGS-method is convergent;

(3) if ω ∈ R1 \ {0, 2} and FSSOR(ω) is nonnegative definite, the SSOR-method is

convergent;

(4) if ω + ω̄ − ωω̄ 6= 0 and FUSOR(ω, ω̄) is nonnegative definite, the USOR-method

is convergent;

(5) if GSAOR(γ, ω) is nonsingular and FSAOR(γ, ω) is nonnegative definite, the

SAOR-method is convergent.

Corollary 3.2. Let the matrix A be symmetric positive definite. Then

(1) if (2AD − A) is positive definite, the SJ-method is convergent;

(2) the SGS-method is convergent;

(3) if ω(2 − ω) > 0, the SSOR-method is convergent;

(4) if GSAOR(γ, ω) is positive definite, the SAOR-method is convergent.

4. Convergence Theory of the SAOR Method

In this section, we will further investigate conditions for ensuring the convergence of

the SAOR-method when the coefficient matrix of the system of linear equations (1.1a)

with (2.1) is a symmetric positive definite matrix. Corollary 3.2 in the last section will

be our basis through this section. Noticing from the last section we have that

GSAOR(γ, ω) = ω(2 − γ)AD + ω(γ − ω)A,
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and the SAOR-method is convergent if GSAOR(γ, ω) is positive definite.

Because the matrix GSAOR(γ, ω) is congruent with the matrix

ω(2 − γ)I + ω(γ − ω)A
−1/2
D AA

−1/2
D ,

while this matrix is similar to the matrix

ω(2 − γ)I + ω(γ − ω)A−1
D A,

or, after using A−1
D A = I −LJ , it is similar to the matrix

PSAOR(γ, ω) = ω(2 − ω)I + ω(ω − γ)LJ ,

we see that GSAOR(γ, ω) is positive definite if and only if all the eigenvalues of the

matrix PSAOR(γ, ω) are positive. If we define the functions

FJ (x) =
xTLJx

xT x
, ∀x ∈ Rn \ {0}, (4.1)

then it is clear that the matrix GSAOR(γ, ω) is positive definite if and only if

ω(2 − ω) + ω(ω − γ)FJ (x) > 0, ∀x ∈ Rn \ {0}. (4.2)

It is much easy to see that either of the following six conditions are sufficient to guar-

antee the validity of (4.2):

A) ω ≥ γ, ω > 0, 2 − ω + (ω − γ)min
x 6=0

FJ(x) > 0;

B) 0 < ω ≤ γ, 2 − ω + (ω − γ)max
x 6=0

FJ (x) > 0;

C) ω ≤ γ, ω < 0, 2 − ω + (ω − γ)min
x 6=0

FJ (x) < 0;

D) γ ≤ ω < 0, 2 − ω + (ω − γ)max
x 6=0

FJ (x) < 0.

Based upon these observations, we immediately have the following conclusions about

the convergence of the SAOR-method.

Theorem 4.1. Let the matrix A be symmetric positive definite. Assume λ, λ be

respectively the smallest and the largest eigenvalues of the matrix LJ . Then the SAOR-

method is convergent if either of the following 17 conditions is satisfied:

(a1) λ > 1, 0 ≤ γ < ω, 0 < ω < 2;

(a2) λ > 1, 0 ≤ γ <
(λ − 1)ω + 2

λ
, ω ≥ 2;

(a3) 1 > λ 6= 0, 0 ≤ γ ≤ min{2, ω}, 0 < ω <
λγ − 2

λ − 1
;

(a4) λ = 1, 0 ≤ γ ≤ min{2, ω};

(a5) λ > 1, γ ≤ 0 < ω;

(a6) 0 < λ < 1, γ ≤ 0, 0 < ω <
λγ − 2

λ − 1
;

(a7) λ < 0,
2

λ
≤ γ ≤ 0, 0 < ω <

λγ − 2

λ − 1
;

(a8) λ = 1, γ ≤ 0 < ω;
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(b1) 0 < λ 6= 1, ω ≤ γ ≤
(λ − 1)ω + 2

λ
, 0 < ω ≤ 2;

(b2) λ < 0, 0 ≤ γ ≤ 2, 0 < ω ≤ γ;

(b3) λ < 0, γ > 2, 0 < ω <
λγ − 2

λ − 1
;

(b4) λ = 1, 0 ≤ γ ≤ 2, 0 < ω ≤ γ;

(c1) λ > 1, γ >
(λ − 1)ω + 2

λ
,

2

1 − λ
≤ ω < 0;

(c2) 0 < λ < 1, γ ≥
2

λ
,

λγ − 2

λ − 1
< ω < 0;

(c3) λ = 1, γ > 2, ω < 0;

(c4) λ > 1,
(λ − 1)ω + 2

λ
< γ ≤ 0, ω ≤

2

1 − λ
;

(d1) λ < 0, γ ≤
2

λ
,

λγ − 2

λ − 1
< ω < 0.

Proof. Noticing that λ = min
x 6=0

FJ(x), λ = max
x 6=0

FJ(x), by directly solving the previ-

ous inequalities A)-D), we can obtain the conclusion of the theorem at once.

Corollary 4.1. Let the matrix A be symmetric positive definite. Assume λ, λ be

respectively the smallest and the largest eigenvalues of the matrix LJ . Then

(1) the SJ-method is convergent if λ > −1;

(2) the SGS-method is convergent;

(3) the SSOR-method is convergent provided ω ∈ (0, 2).

If we denote ρJ = ρ(LJ), then we easily see that the inequalities A)-D) are satisfied

if the following inequalities hold, respectively:

A’) ω ≥ γ, ω > 0, 2 − ω − (ω − γ)ρJ > 0;

B’) 0 < ω ≤ γ, 2 − ω + (ω − γ)ρJ > 0;

C’) ω ≤ γ, ω < 0, 2 − ω − (ω − γ)ρJ < 0;

D’) γ ≤ ω < 0, 2 − ω + (ω − γ)ρJ < 0.

Hence, the SAOR-method is convergent if either of the above inequalities A’)–D’) is

valid. Based upon this fact, we can analogously get the following conclusions about the

convergence of the SAOR-method.

Theorem 4.2. Let the matrix A be symmetric positive definite. Assume that

ρJ = ρ(LJ). Then the SAOR-method is convergent if either of the following four

conditions is satisfied:

(i) ρJ > 0, 0 < ω < 2,
(1 + ρJ)ω − 2

ρJ
< γ ≤ ω;

(ii) 0 < ρJ ≤ 1, 0 < ω < 2, ω ≤ γ <
2 − (1 − ρJ)ω

ρJ
;

(iii) ρJ > 1, 0 < ω ≤ γ, γ ≥
2

ρJ
;

(iv) ρJ = 0, γ < 2, 0 < ω < 2.

Proof. Solving the inequalities A’)–D’) directly, we can obtain (i)–(iv) immediately.

Corollary 4.2. Let the matrix A be symmetric positive definite. Assume that

ρJ = ρ(LJ). Then

(1) the SJ-method is convergent if ρJ < 1;
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(2) the SGS-method is convergent;

(3) the SSOR-method is convergent if ω ∈ (0, 2).

5. Some Concrete Applications

We now consider some applications of our novel theoretical results demonstrated

in the previous section to two classes of practical systems of linear equations, which

are resulted from the discretizations of the one-dimensional and two-dimensional model

problems, i.e., the two-point boundary value problems of the Poisson equations:
{

−xtt(t) = f(t), for 0 < t < 1

x(t) = xt(t) = 0, for t = 0

and










−∆x = −xss − xtt = f(s, t), for 0 < s, t < 1

x(s, t) = 0, for s = 0 or t = 0

x(s, t) = 1, for s = 1 or t = 1,

on equidistant grids by either the finite difference method or the finite element method,

respectively. These systems of linear equations are respectively of the following forms:

A =





















2 −1

−1 2 −1
. . .

. . .
. . .

. . .
. . .

. . .

−1 2 −1

−1 2





















∈ L(Rn)

and

A =





















B −I

−I B −I
. . .

. . .
. . .

. . .
. . .

. . .

−I B −I

−I B





















∈ L(RN2
),

where

B =





















4 −1

−1 4 −1
. . .

. . .
. . .

. . .
. . .

. . .

−1 4 −1

−1 4





















∈ L(RN )

and the right-hand sides are chosen suitably. For these special linear systems, if we use

the symmetric relaxation methods to get their solutions, we can immediately get the

following convergence conclusions for these methods by making use of Theorem 4.1 and

Corollary 4.1, as well as Theorem 4.2 and Corollary 4.2.
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Theorem 5.1. Let us solve the linear system (1.1) corresponding to the one-

dimensional model problem by the symmetric relaxation methods. Then

(i) the pointwise SJ-method is convergent;

(ii) the pointwise SGS-method is convergent;

(iii) the pointwise SSOR-method is convergent provided ω ∈ (0, 2);

(iv) the pointwise SAOR-method is convergent in either of the following four cases:

(1) 0 ≤ γ ≤ min{2, ω}, 0 < ω <
2(γ sin2 ϑn − 1)

2 sin2 ϑn − 1
;

(2) ω ≤ γ ≤
(2 cos2 ϑn − 1)ω + 2

2 cos2 ϑn
, 0 < ω ≤ 2;

(3) γ ≤ 0, 0 < ω <
2(γ sin2 ϑn − 1)

2 sin2 ϑn − 1
;

(4) γ ≥ sin−2 ϑn,
2(γ sin2ϑn − 1)

2 sin2 ϑn − 1
< ω < 0,

where ϑn =
π

2(n + 1)
. Moreover, the pointwise SAOR-method is convergent also in

either of the following three cases:

(1′) 0 ≤ γ ≤ ω, 0 < ω <
2(γ cos2 ϑn + 1)

2 cos2 ϑn + 1
;

(2′) 0 < ω < 2, ω ≤ γ <
2 − (1 − 2 cos2 ϑn)ω

2 cos2 ϑn
;

(3′) 0 < ω <
2

1 + 2 cos2 ϑn
,

(1 + 2 cos2 ϑn)ω − 2

2 cos2 ϑn
< γ ≤ 0.

Proof. By direct calculations we know that the eigenvalues of the matrix LJ are

λm = 2cos2
( mπ

2(n + 1)

)

= 2cos2(mϑn), m = 1, 2, · · · , n.

Therefore,

λ = 2cos2
( nπ

2(n + 1)

)

= 2 sin2 ϑn, λ = 2cos2
( π

2(n + 1)

)

= 2cos2 ϑn

and ρJ = 2cos2 ϑn. Substituting these quantities into Theorem 4.1 and Theorem 4.2,

and making use of Corollary 4.1 and Corollary 4.2, respectively, we can get the results

of this theorem.

Theorem 5.2. Let us solve the linear system (1.1a) with (2.1) corresponding to the

two-dimensional model problem by the (blockwise) symmetric relaxation methods. Then

(i) the SJ-method is convergent;

(ii) the SGS-method is convergent;

(iii) the SSOR-method is convergent provided ω ∈ (0, 2);

(iv) the SAOR-method is convergent in either of the following three cases:

(1) 0 ≤ γ ≤ min{2, ω}, 0 < ω <
γ cos(2ϑN ) + 2(1 + 2 cos2 ϑN )

4 cos2 ϑN
;

(2) ω ≤ γ ≤
4 − 4(1 − ω) sin2 ϑN

cos(2ϑN )
, 0 < ω ≤ 2;

(3) −
2(1 + 2 cos2 ϑN )

cos(2ϑN )
≤ γ ≤ 0, 0 < ω <

γ cos(2ϑN ) + 2(1 + 2 cos2 ϑN )

4 cos2 ϑN
,
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where ϑN =
π

2(N + 1)
. Moreover, the SAOR-method is convergent also in either of the

following three cases:

(1′) 0 ≤ γ ≤ ω, 0 < ω <
1

2
γ cos(2ϑN ) + 2 sin2 ϑN + 1;

(2′) 0 < ω < 2, ω ≤ γ <
2 + 4(1 − ω) sin2 ϑN

cos(2ϑN )
;

(3′) 0 < ω < 2 sin2 ϑN + 1,
4 sin2 ϑN − 2(1 − ω)

cos(2ϑN )
< γ ≤ 0.

Proof. By direct calculations we know that the eigenvalues of the matrix LJ are

λm,j =
1 − 2 sin2(jϑN )

1 + 2 sin2(mϑN )
, m, j = 1, 2, · · · , N.

Therefore,

λ =
1 − 2 sin2(NϑN )

1 + 2 sin2(NϑN )
= −

cos(2ϑN )

1 + 2 cos2 ϑN
, λ =

1 − 2 sin2 ϑN

1 + 2 sin2 ϑN
=

cos(2ϑN )

1 + 2 sin2 ϑN
,

and

ρJ =
cos(2ϑN )

1 + 2 sin2 ϑN
.

Substituting these quantities into Theorem 4.1 and Theorem 4.2, and making use of

Corollary 4.1 and Corollary 4.2, respectively, we can get the results of this theorem.
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