Vol. 2 No. 1 mURH.&L ) WMPUTATIGNAL M.&THEMATIGS J anuary 198«

AN ELEMENTARY PROOF OF THE CONVERGENCE
FOR THE GENERALIZED BERNSTEIN-BEZIER
| - POLYN OMIALS*

CHANG GEHG——ZHE < (F RA)
{China University of Bme cmd Technology, Hefei, China)

In [8], the author defines | Jos—— e e
B,.+(9: m)=y(0)+ ‘2{9( )- ( "'1)"]f‘ik(=’-=) 1)

for >0 and calls (1) the generahzed Bernstem—Bémer polynoxmal of the funﬁmon
9(g) defined in [0, 1]. Polynomlals involyed in (1)

fﬂﬂ?(m) E thi(m) k 'D? _11 -'F.‘I". n i * T (2)
are called p—th Bézier basis funntlons“ % W-heré :
T (@) = ( },4@ gy, §=0, 1, -, n, 3)

When a=1, (1) reduces to the olassical. Bematem polynomial for g(z). It is proven
in [3] that the following theorem is valid. -
Gnnvergence Theorem. For any a>>0 and geO[O 1] we hcm

hmB, s ¥) = y(a:) umf&rmly in [0, 1], (4)

The outline of the proof for the theorem is as follows. We pomt out there that B,
i3 a posifive linear opel‘aﬁ:)r and then show that - s

Hm B, (¢4 2)=d!, =0, 1,2,

uniformly in [0, 1]. The convérgence theorem follows as soon as the Kumvkm
thoeorem is applied. It is clear that By, ,(1;#)=1. Aswe ocan see in [3], the orucial step
is t0 verify lim B..,,,(m ';) =2 umfnrmly 111 [0 1] a faot whmh 15 eqmvalent {0 the __
following e 22

Main Th&orem Fora}ﬁ wehaw _ - A
505 | ' 11:m Eﬁ,h(az)=m mafomdgm [0, 1], (6)

b

In [8], (B) is proven' by using thé Tohebychev. inequality so ocalled:in {fhe
probability theory. A purely analytical proof presented in this paper, in which some
new results of the Bézier basis functions are mvolved seems t0 be demrableﬁ a‘?dj Ltf
have independant interest. - i

Two knﬁwn iﬂq“nﬁtlea of the Beaier basis funﬁtlona

——-—- :
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-E E Ia, k(m) = : : N ; B | (6)
and | S ot
fn,k(m) +fn.u+1-n(1—'¢’) =1, kmﬂ, 1, oo, 0 (7)

will be nseful in the sequel. The proofs for (6) and (7) could be found in [2] and
[1] respeotively. Consider the case of =2 at first. By (6) and (7) we have

U‘Qm_% gﬁu(ﬂ) ] if.,n(w) [1—Ffax(2)]

- Z Ia, k(m)f mn;-i—t(l :b) (8)
Setting (‘”) - Ef K (m)f #y n+1-k(1"'ﬂ-’):
this funotion oan also be formulated by
A - n(ﬁ) [.flhli(l .‘.U), s fn.l(l m)]F.(m), (9)
whero - Fu®) = [fax(o), fus@), -, San@T
Put l,=[1, 1, +, 1]* and e
Bloywal -l "% (10)
where I denotes the n X n identity matrixand - -
% 0 1 0.-.-0-
o 0 1.0
i I T 1
0 0 0.1
O 0 0.:.0-
In [2] we have shown that | |
- |
B[ | ke (11)
gimilarly PR |
I.[B(i-w)]“ [fex(E—2), *, fra(l—g), L] (12)

for k<n. Since B(ax) and B(1—=a) both are polynomials of B, they are commuitaiive
in multipliﬂation and we have from (9) by (11) and {12)

. lin(@) = [B(1—2) B(2)] %, " (14)
Bince & [B(1—)B(z)]"=n(1~20) [B(1—2) B@)]"*(I—E), '
we have by (11), (12) and (2) that | |

P (@) = (1—28) D10 1,44 (1~ ) a 5,028 (15)
We oonclude from: (15) that ha(#) has maximum at ¢= 1/2 thua T -
s hede e mwe {)aqh,(m)qk,(l/'z) ' for Dﬂwﬂ * - (16)

From (14) e get oy

'
|::-. [
[ e

nCL/2) = [B/)]™ = (AP (T + Byl (/0 ;( )&,
' Binoce E¥=0 for k>>n, we have

o . e o] s e



No. 1 AN ELEMENTARY PROOF OF THE CONVERGENCE ... o1

Hl-rl

B (1/2) = (1/4)" > (?;’) i:,Eka.f (1/4)"2 (2:') (n—E)= (1/4)" (2:)“/2_

i
0
It is known that™
2n
( )/4"<1/~/ 2n+1,
{ : : :

thus we have lim %,(1/2)/n=0 and then by (16)
lim /p(2) /n=0 " uniformly in [0, 1], (17)

Henoce we have proved the main theorem for a—=2. Assume that we just establish the

theorem for a=p, where p i3 a positive integer. Bince 0<f, (z)<<1 in [0, 1] for
k=0, 1, «--. n, we have |

0< 2 f@~ AR = B f2a@) 1~ fur(a)]
= E'fn.k(ﬁ) [1 ~fax(@®)] = hn(a:;): -

we seo that the theorem is proved to be valid for p+1. Combining (6), we have thus

proved the theorem valid for any positive integer @ by induction. Let a be real
numberz>1. From inequalities

. BAr@< o< B,

where [&] denotes the largest Integer<a, we know that the theorem holds for each
real number az>1. -

I4 remains 10 consider the cage in which G{aﬁl. Using (6) and (7), we have

0< 2@ —0= L 3 [£1000) ~ fan@ <L 32000V L fun(e)]

'“‘;1; ,:Zilf:.k(@fnm#—k(l_ )
<1 3 fasl@fnmarl-a)"

1 ;) ' &
< [—E s;zal fn.k(m)fm Hi—k(l_m)] e [kn(m) /ﬂ] =
the last inequality comes from the fact that the power mean of order «

Ho(a) = [(af+ a5+ +a¥) /n]V=

of n positive numbers (a) =(ay, as, -+, a,) is a nondeoreasing function of o®). By
(17) we complete the proof of the main theorem. |

To prove the convergence theorem, we have fo verify
lim B.,,(q.’; @) =2 uniformly in [0, 1] 5

which is equivalent to

Hm _-:-:? gkf;k(m) =2"/2 wuniformly in [0, 1], | (18)
- Based upon the main theorem it is easy to prove (18). We omit the proof here ag it
can be found in [8], | |
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