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Abstract

In this paper, we investigate the use of ultra weak variational formulation to solve a wave

scattering problem in near field optics. In order to capture the sub-scale features of waves,

we utilize evanescent wave functions together with plane wave functions to approximate the

local properties of the field. We analyze the global convergence and give an error estimation

of the method. Numerical examples are also presented to demonstrate the effectiveness of

the strategy.
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1. Introduction

Near filed optics could provide an effective approach to break the diffraction limit in con-

ventional far-field optics [1, 2], so it has developed dramatically and been applied in diverse

aspects in recent years, such as nondestructive imaging of biological samples, nanotechnology,

near-field optical microscopy [3]. In order to theoretically understand the physical mechanism

of this fascinating feature, it is desirable to accurately solve the underlying scattering problem.

In this paper, we focus on a typical scattering problem in the near field optics that models the

total internal reflection microscopy (TIRM). More specifically, we consider a sample deposited

on a homogeneous substrate and illustrated from below (transmission geometry). When the

incident angle is greater than a critical value, the total internal reflection happens. Then the

evanescent wave appears at the other side of the interface which is used as illumination to encode

the sub-wavelength structure of the scattering object. This phenomenon is formulated mathe-

matically by Helmholtz equation, which models time-harmonic electromagnetic wave scattering

for the case of TM (transverse magnetic) polarization. However, at medium and high frequency,

resolution requirements and so-called pollution effect entail an excessive computational efforts

and prevent standard finite element method from effective use. Thus, numerically simulating

the wave propagation is a challenging task. But the wave-based methods offer a possible way to

deal with this problem. The main idea is to use special solutions of the underlying partial differ-

ential equation in each element to build the discrete space, thus a priori information about the
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solution is directly incorporated in the approximation space. Possible techniques include least

squares methods (LSM) [4–6], the partition of unity method (PUM) [7, 8], the discontinuous

Galerkin method (DG) [9,10], and the ultra weak variational formulation (UWVF) [11,13,14].

It is the last of these techniques that will be considered for this work.

The ultra weak variational formulation is originated from the domain decomposition tech-

nique and was proposed by Cessenat and Després. In [11], Cessenat and Després studied an

obstacle scattering problem in homogeneous background medium by virtue of this method using

plane wave functions. They proved an error estimate for the method showing that the solution

of the UWVF converges to an appropriate impedance trace of the true solution on the boundary

of the domain. Inspired by their ideas, we apply UWVF to solve our problem. By introducing

a coupling parameter, an ultra weak variational formulation suitable to TIRM scattering model

problem is derived. And in order to capture the sub-scale features of the wave field, evanescent

wave functions which are also the solution of Helmholtz equation are introduced to enrich the

plane wave functions . We analyze the error estimation and give a hp-version convergence result

even away from the boundary. The argument is fundamentally different from that of [11].

The remainder of this paper is organized as follows. In Section 2, we give a ultra weak

variational formulation appropriate to our model problem. Then we introduce the discrete

problem including construction of the approximation space. In Section 3, we analyze the error

estimate of our approach. First, via an auxiliary sesquilinear, we show that our ultra weak

variational formulation has sufficient coercivity to provide an error estimate. Next, an basic

estimate is given by means of the duality techniques. Finally, we derive convergence result from

the best approximation error and a knowledge of the approximation properties of bases. In

Section 4, numerical experiments are presented to demonstrate the validity of the method. In

Section 5, we conclude.

2. Continuous and Discrete Problem

2.1. Formulation of the Model Problem

In this subsection, we introduce the model problem to be studied and give some related

notations used later.

The point in the plane is denoted by x = (x, y) ∈ R2. The whole space R2 is divided by the

substrate Γ0 = {x|y = 0} into R2
+ = {y > 0} and R2

− = {y < 0}. The corresponding refractive

indexes are n+ and n− (n+ < n−) respectively. A sample S with refractive ns is deposited on

the substrate Γ0 and illustrated from below by time harmonic plane wave ui = exp(iαx + iηy)

at an angle θ greater than a critical value, where α = k0n− sin θ and η = k0n− cos θ, and k0 is

the free-space wave number(see Fig. 2.1 for geometry of the model). Throughout we assume

nonmagnetic materials and TM polarization.

When there is no sample, the field in R2 denoted by uref is called reference field. According

to the Maxwell electromagnetic theory, uref is the solution of the following equation

∆uref + k20m
2(x)uref = 0, x ∈ R

2, (2.1)

where refractive is defined by

m(x) =

{

n+, x ∈ R
2
+,

n−, x ∈ R
2
−.
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Fig. 2.1. Geometry of the model.

It has been shown in [12]that

uref =

{

ut, x ∈ R
2
+,

ui + ur, x ∈ R
2
−,

(2.2)

where ut and ur are transmitted and reflected waves respectively. More precisely,

ur =
η − γ

η + γ
exp(iαx− iηy), ut =

2η

η + γ
exp(iαx + iγy), (2.3)

with

γ(α) =











√

k20n
2
+ − α2, for k0n+ > |α|,

i
√

α2 − k20n
2
+, for k0n+ < |α|.

(2.4)

It is easily seen that when the incident angle is greater than the critical value, i.e., k0n+ < |α|,

γ(α) is purely imaginary. Therefore, the transmitted wave becomes an evanescent wave, which

propagates along the substrate surface but exponentially decays in the y direction.

When the sample appears, it gives rise to the emergence of the scattered field us. Let the

total field u defined by

u = uref + us. (2.5)

Then according to the electromagnetic theory of Maxwell, it satisfies the following equation

∆u+ k20n
2(x)u = 0, x ∈ R

2, (2.6)

where k0n(x) is the wave number and n(x) is refractive defined by

n(x) =











n+, x ∈ R
2
+ \ S,

ns , x ∈ S,

n−, x ∈ R
2
−.

From (2.1), (2.5) and (2.6), it is deduced that the scattered field us satisfies

∆us + k20n(x)u
s = k20

(

m2(x)− n2(x)
)

uref , x ∈ R
2. (2.7)
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Next we have to introduce an artificial boundary Γ with unit out normal ν to transform the

problem physically unbounded to the one on a bounded domain Ω, i.e., Γ = ∂Ω. To restrict

spurious numerical reflections from the boundary Γ, we impose absorbing boundary condition

on it

∂νu
s − ik0n(x)u

s = 0, x ∈ Γ,

which is stable and simple to implement. Here and in the sequel we denote the normal derivative

operator in the direction of the vector ν by ∂ν .

Thus the total field u satisfies

(

∂ν − ik0n(x)
)

u =
(

∂ν − ik0n(x)
)

uref , x ∈ Γ.

So the near field scattering problem we interested can be formulated by the following bound-

ary value problem: given the incident field ui, to find the scattered field us satisfying

{

∆us + k20n(x)u
s = k20(m

2(x)− n2(x))uref , x ∈ Ω,
(

∂ν − ik0n(x)
)

us = 0, x ∈ Γ.
(2.8)

Alternatively, we could also seek the scattered field us from the total field u which satisfies

{

∆u+ k20n
2(x)u = 0, x ∈ Ω,

(

∂ν − ik0n(x)
)

u = g, x ∈ Γ,
(2.9)

where g =
(

∂ν − ik0n(x)
)

uref .

2.2. Ultra Weak Variational Formulation

For this part, we first define the spaces and operators needed, then give the ultra weak

variational formulation to our problem.

Let Th = {Ωk}Nk=1 be a mesh of the domain Ω. We assume that the mesh is chosen such

that refractive n(x) is constant nk on every Ωk, i.e., nk = n(x)|Ωk
. The unit outer normal of

∂Ωk is denoted by ν̃k. For two elements Ωk and Ωj , define Γk,j = ∂Ωk ∩ ∂Ωj with unit outer

normal νk,j which points from Ωk to Ωj if Γk,j 6= ∅. A face of ∂Ωk on the exterior boundary Γ

is denoted by Γk = Γ ∩ ∂Ωk with unit outer normal νk if ∂Ωk ∩ Γ 6= ∅. Let hk be the diameter

of Ωk, and the mesh width is h = max
k

hk.

To guarantee the continuity of the field across the interface between elements, we have to

introduce a coupling parameter given as

σ(x) =







k0
nk + nj

2
, x ∈ Γk,j ,

k0nk , x ∈ Γk,

which is the mean value of wave number on the skeleton of the mesh. From the definition of

σ, it is known that σ > 0 and σ(x) = k0n(x), x ∈ Γ. For convenience, we denote σk,j = σ|Γk,j

and σk = σ|Γk
, k = 1, 2, · · · , N .

The main function space in which we set our problem is a Hilbert space X , defined by

X =
N
∏

k=1

L2(∂Ωk).
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with the weighted scalar product

(x̃, ỹ) =
∑

k

∫

∂Ωk

1

σ
x̃kỹk ds, x̃, ỹ ∈ X,

and the induced norm ‖x̃‖X . Here and in the following we denote x̃k = x̃|∂Ωk
, for x̃ ∈ X .

Space H is defined by

H =

N
∏

k=1

Hk,

with

Hk =
{

vk ∈ H1(Ωk)|(∆ + k20n
2
k)vk = 0 and (∂νk

+ iσ)vk|∂Ωk
∈ L2(∂Ωk)

}

.

In order to give a simple form of the formulation and prepare for discussions later , we need

following operators which have the similar definitions as those in [11].

Definition 2.1. Extension mapping E : X → H is defined by

E(z̃) = v, k = 1, 2, · · · , N,

where v|Ωk=vk is the unique solution of the boundary value problem
{

(∆ + k20n
2
k)vk = 0 , in Ωk,

(∂ν̃k + iσ)vk = z̃k, on ∂Ωk.

Definition 2.2. Operator F = (Fk) ∈ L(X) mapping the outgoing trace to the incoming one

is defined by

Fk(z̃k) =
(

(−∂ν̃k + iσ)E(z̃)|Ωk

)

|∂Ωk
, k = 1, 2, · · · , N.

Definition 2.3. Linear operator Π ∈ L(X) is defined by

Π(z̃) =

{

z̃|Γj,k
, on Γk,j ,

0 , on Γk.
k, j = 1, 2, · · · , N.

Then by Green theorem, we can directly derive following result, which states that boundary

value problem (2.9) is equivalent to a variational problem over element interfaces. Since the

argument is similar to Theorem 1.3 of [11], we only present the result but omit the details.

Theorem 2.1. Let u ∈ H1(Ω) be the solution of (2.9) and satisfies the regularity hypothesis

∂ν̃kuk ∈ L2(∂Ωk) with uk = u|Ωk
, k = 1, 2, · · · , N . Define x̃ ∈ X, such that x̃k = (∂ν̃k +

iσ)uk|∂Ωk
. Then x̃ satisfies following ultra weak variational formulation

a(x̃, ỹ) = (b̃, ỹ)X , for all ỹ ∈ X, (2.10)

where

a(x̃, ỹ) =
∑

k

∫

∂Ωk

1

σ
x̃k ỹk ds+

∑

k

∑

j 6=k

∫

Γk,j

1

σ
x̃j Fk(ỹk) ds. (2.11)

Here b̃ ∈ X is defined, via the Riesz representation theorem, by

(b̃, ỹ)X = −
∑

k

∫

Γk

1

σ
g Fk(ỹk) ds, for all ỹ ∈ X.

Conversely, if x̃ satisfies (2.10) then u solves problem (2.9)defined by

u|Ωk
= uk, (∆ + k20n

2
k)uk = 0, (∂ν̃k + iσ)uk = x̃k, k = 1, 2, · · · , N. (2.12)
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By the operators defined above, a(·, ·) can be rewritten as

a(x̃, ỹ) = (x̃, ỹ)X − (Πx̃,F ỹ)X , for x̃, ỹ ∈ X. (2.13)

After denoting the dual operator of F by F∗, we define A = F∗Π. Then it is easily known that

the ultra weak variational formulation (2.10) is equivalent to the problem: find x̃ ∈ X , such

that

(I − A)x̃ = b̃, (2.14)

where I is the unit operator.

2.3. Discrete Problem

For this subsection, we move to a consideration of the discrete system, including the con-

struction of the approximation space.

Let Xk ∈ L2(∂Ωk) denote a finite dimensional space and set Xh =
∏N

k=1 Xk. Substituting

Xh for X , we obtain the discrete form of problem (2.10): seek x̃h ∈ Xh such that

a(x̃h, ỹh) = (b̃, ỹh)X , for all ỹh ∈ Xh, (2.15)

or equivalently

(I − PhA)x̃h = Phb̃,

where Ph is the orthogonal projector from X onto Xh.

Once the unknown discrete impedance x̃h are calculated, the full solution can be approxi-

mated through solving local problems element by element.

Next, we formulate in detail the formation of the discrete space. For each k, we choose

a finite number of nonzero functions vk,l, l = 1, 2, · · · , P (P ∈ N). On one hand they are

supported in Ωk. And on the other hand they are independent solutions of the homogeneous

Helmholtz equation in Ωk. Specifically, we use functions vk,l satisfying

{

(∆ + k20n
2
k)vk,l|Ωk

= 0, and vk,l 6= 0,

vk,l|Ωj
= 0, if k 6= j.

And we define their impedance z̃k,l as

{

z̃k,l|∂Ωk
= (∂ν̃k + iσ)vk,l|∂Ωk

,

z̃k,l|∂Ωj
= 0, if k 6= j.

(2.16)

Then the discrete space Xh is the one spanned by z̃k,l, i.e.,

Xh = Span
{

z̃k,l|k = 1, 2, · · · , N, l = 1, 2, · · · , P
}

.

In each element Ωk the total field u satisfy the homogeneous Helmholtz equation

∆u+ k20n
2
ku = 0, in Ωk, (2.17)

so it could be approximated to any tolerance by plane waves [15]. Thus we take plane wave

functions for vk,l. More precisely, for p ≤ P, p ∈ N,

vk,l = exp ik0nkdk,l · (x− xk), l = 1, 2, · · · , p, (2.18)
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where xk = (xk, yk) is a point in Ωk and dk,l are the directions of plane waves satisfying

|dk,l| = 1.

To capture the small-scale feature of the field, we also utilize evanescent wave functions of

the form

vk,p+1 = exp
(

iβ(y − yk) + iα(x− xk)
)

, (2.19a)

vk,p+2 = exp
(

iβ(y − yk)− iα(x− xk)
)

, (2.19b)

where β on Ωk is given by i
√

α2 − k20n
2
+ with |α| > k0n+. Practically, they do not active in

every element but only in parts of elements in R2
+, since the evanescent waves emerging in our

model problem exponentially decay away from interface Γ0.

3. Error Estimation and Convergence Analysis

The purpose for this section is to estimate the error and analyze the convergence rate of the

method. A basic error estimate is proved, and the convergence result follows from a knowledge

of the approximation properties of the bases.

For s ∈ R, Hs(E) denotes the usual Sobolev space on domain E with norm || · ||s,E . For

any positive integer k, we will also consider on Hk(E) the semi-norm |.|k,E . And let 〈·, ·〉∂E be

the L2(∂E) inner product or duality pairing as appropriate. By [u]Γk,j
and [∂νu]Γk,j

we denote

the jump of u and its normal derivative ∂νu across the interface Γk,j respectively, i.e.,

[u]Γk,j
= u|Γk,j

− u|Γj,k
, [∂νu]Γk,j

= ∂νk,j
uk − ∂νk,j

uj.

We start by proving that a(·, ·) has sufficient coercivity to provide an error estimate.

Lemma 3.1. For x̃ ∈ X, let u = E(x̃), then it holds

ℜ
(

a(x̃, x̃)
)

=
∑

k<j

(

σk,j ||[u]Γk,j
||20,Γk,j

+
1

σk,j
||[∂νu]Γk,j

||20,Γk,j

)

+
∑

j

(

σj ||u||
2
0,Γj

+
1

σj
||∂νj

u||20,Γj

)

. (3.1)

Here ℜ(·) denotes the real part of the corresponding expression.

Proof. We define the following auxiliary form

a0(x̃, x̃) = a(x̃, x̃)−
∑

j

∫

Γj

(

σj |u|
2 +

1

σj
|∂νj

u|2
)

ds. (3.2)

Then obviously

a(x̃, x̃) = a0(x̃, x̃) +
∑

j

∫

Γj

(

σj |u|
2 +

1

σj
|∂νj

u|2
)

ds.

Since x̃k = (∂νk
+ iσ)uk|∂Ωk

, we can now formulate a0 as follows by rewriting the definition

in terms of a sum over faces in the grid.

a0(x̃, x̃) =
∑

k<j

∫

Γk,j

{

i(uk∂νk,j
ūk − ūk∂νk,j

uk) + i(uj∂νj,k
ūj − ūj∂νj,k

uj)

+ i(uj∂νk,j
ūk + ūj∂νk,j

uk) + i(uk∂νj,k
ūj + ūk∂νj,k

uj)

+ σk,j |[u]Γk,j
|2 +

1

σk,j
|[∂νu]Γk,j

|2
}

ds+
∑

j

∫

Γj

i
(

uj∂νj
ūj − ūj∂νj

uj

)

ds.

(3.3)
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And it is noticed that

ℜ
(

i(uj∂νk,j
ūk + ūj∂νk,j

uk) + i(uk∂νj,k
ūj + ūk∂νj,k

uj)
)

= 0.

Using this in (3.3) we obtain

ℜ
(

a0(x̃, x̃)
)

=
∑

k

∫

∂Ωk

i
(

uk∂νk
ūk − ūk∂νk

uk

)

ds

+
∑

k<j

∫

Γk,j

(

σk,j |[u]Γk,j
|2 +

1

σk,j
|[∂νu]Γk,j

|2
)

ds.

By Green’s second identity and the Helmholtz equation, it results
∫

∂Ωk

(

uk∂νk
ūk − ūk∂νk

uk

)

= 0, k = 1, 2, · · · , N.

Thus

ℜ
(

a0(x̃, x̃)
)

=
∑

k<j

∫

Γk,j

(

σk,j |[u]Γk,j
|2 +

1

σk,j
|[∂νu]Γk,j

|2
)

ds.

Next, inspired by the work of [4], we prove a basic error estimate by the duality technique,

which states that the interior error of the numerical solution is controlled by the weighted sum

of the the errors on the skeleton of the mesh.

Lemma 3.2. Let x̃ ∈ X be the solution of (2.10), and x̃h ∈ Xh is the solution of (2.15), then

for u = E(x̃), uh = E(x̃h), it holds

‖u− uh‖0,Ω ≤ Ch−1/2

(

∑

k<j

(

σk,j‖[u− uh]Γk,j
‖20,Γk,j

+
1

σk,j
‖[∂ν(u− uh)]Γk,j

‖20,Γk,j

)

+
∑

j

σj ||u− uh‖
2
0,Γj

)1/2

. (3.4)

The constant C is independent of u and h.

Proof. Let v satisfy the auxiliary problem
{

∆v + k20n
2(x)v = φ, x ∈ Ω,

v = 0, x ∈ Γ.
(3.5)

where φ is an arbitrary function in L2(Ω). Using integration by parts, and the fact that uh

satisfy the Helmholtz equation on each element, we can write

(u − uh, φ)Ω =
∑

j

(

u− uh,∆v + k20n
2
jv
)

Ωj

=
∑

j

(

(

∆(u− uh) + k20n
2
j(u− uh), v

)

Ωj
+
〈

(u− uh), ∂ν̃jv
〉

∂Ωj
−
〈

∂ν̃j (u− uh), v
〉

∂Ωj

)

=
∑

j

(

〈

(u− uh), ∂ν̃jv
〉

∂Ωj
−
〈

∂ν̃j (u− uh), v
〉

∂Ωj

)

=
∑

k<j

(

〈

[u− uh]Γk,j
, ∂νk,j

v
〉

Γk,j
−
〈

[∂ν(u− uh)]Γk,j
, v
〉

Γk,j

)

+
∑

j

(

〈

u− uh, ∂νj
v
〉

Γj
−
〈

∂νj
(u − uh), v

〉

Γj

)

.
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By the boundary condition of v, we rearrange the sum on Γ to obtain

(u − uh, φ)Ω

=
∑

k<j

(

〈

[u− uh]Γk,j
, ∂νk,j

v
〉

Γk,j
−
〈

[∂ν(u − uh)]Γk,j
, v
〉

Γk,j

)

+
∑

j

〈

(u− uh), ∂νj
v
〉

Γj
.

Hence using the Cauchy-Schwarz inequality, we obtain

|(u− uh, φ)Ω| ≤
∑

k<j

(

‖[u− uh]Γk,j
‖0,Γk,j

‖∂νk,j
v‖0,Γk,j

+ ‖[∂ν(u− uh)]Γk,j
‖0,Γk,j

‖v‖0,Γk,j

)

+
∑

j

‖u− uh‖0,Γj
‖∂νj

v‖0,Γj
.

In terms of Cauchy-Schwarz inequality again, it follows

|(u − uh, φ)Ω|

≤
{

∑

k<j

(

σk,j‖[u− uh]Γk,j
‖20,Γk,j

+
1

σk,j
‖[∂ν(u − uh)]Γk,j

‖20,Γk,j

)

+
∑

j

σj‖u− uh‖
2
0,Γj

}1/2

·
{

∑

k<j

( 1

σk,j
‖∂νk,j

v‖20,Γk,j
+ σk,j‖v‖

2
0,Γk,j

)

+
∑

j

1

σj
‖∂νj

v‖20,Γj

}1/2

.

Thus we have the bound

|(u− uh, φ)Ω|

≤
{

∑

k<j

(

σk,j‖[u− uh]Γk,j
‖20,Γk,j

+
1

σk,j
‖[∂ν(u− uh)]Γk,j

‖20,Γk,j

)

+
∑

j

σj‖u− uh‖
2
0,Γj

}1/2

|||v|||, (3.6)

where

|||v||| =
{

∑

k<j

( 1

σk,j
‖∂νk,j

v‖20,Γk,j
+ σk,j‖v‖

2
0,Γk,j

)

+
∑

j

1

σj
‖∂νj

v‖20,Γj

}1/2

.

We estimate |||v||| using the trace estimate [16]

‖v‖20,∂Ωk
≤ C‖v‖0,Ωk

(

h−1
k ‖v‖0,Ωk

+ |v|1,Ωk

)

, (3.7)

where constant C > 0 is independent of v and hk. Then by means of the trace theorem and

the regularity of v [16], we obtain

|||v||| ≤ C
{

∑

j

(

hj |v|
2
2,Ωj

+ h−1
j ||∇v||20,Ωj

+ hj||∇v||20,Ωj
+ h−1

j ||v||20,Ωj

)

}1/2

≤ C
(

∑

j

h−1
j ||v||22,Ωj

)1/2

≤ C
(

∑

j

h−1
j ||φ||20,Ωj

)1/2

≤ Ch−1/2||φ||0,Ω,

where constant C > 0 is independent of v and h . We combine this with (3.6) to obtain

|(u − uh, φ)Ω| ≤ Ch−1/2
{

∑

k<j

(

σk,j‖[u− uh]Γk,j
‖20,Γk,j

+
1

σk,j
‖[∂ν(u − uh)]Γk,j

‖20,Γk,j

)

+
∑

j

σj‖(u− uh)‖
2
0,Γj

}1/2

||φ||0,Ω. (3.8)
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Finally, it results

‖u− uh‖0,Ω ≤ Ch−1/2
{

∑

k<j

(

σk,j‖[u− uh]Γk,j
‖20,Γk,j

+
1

σk,j
‖[∂ν(u − uh)]Γk,j

‖20,Γk,j

)

+
∑

j

σj‖u− uh‖
2
0,Γj

}1/2

. (3.9)

This completes the proof of the lemma. �

To estimate the error, we quote following result which was proved for the case σ = 1 in [11],

but the proofs carry over directly to the current situation.

Lemma 3.3. Let x̃ ∈ X be the solution of (2.10), and x̃h ∈ Xh is the solution of (2.15). Then

we have

‖(I − A)(x̃ − x̃h)‖X ≤ 2‖(I − Ph)x̃‖X . (3.10)

Combining above results, we could conclude following estimate showing that the error in

the computational domain can be bounded by the best approximation error.

Lemma 3.4. Let x̃ ∈ X and x̃h ∈ Xh be the solution of (2.10) and (2.15), respectively. Then

for u = E(x̃) and uh = E(x̃h), it holds

‖u− uh‖0,Ω ≤ Ch−1/2‖(I − Ph)x̃‖X , (3.11)

where the constant C is independent of u and h.

Proof. From Lemma 3.1 and Lemma 3.2, we have

‖u− uh‖
2
0,Ω ≤ h−1

{

∑

k<j

(

σk,j‖[u− uh]Γk,j
‖20,Γk,j

+
1

σk,j
‖[∂ν(u− uh)]Γk,j

‖20,Γk,j

)

+
∑

j

σj‖u− uh‖
2
0,Γj

}

≤ Ch−1ℜ
(

a(x̃− x̃h, x̃− x̃h)
)

.

(3.12)

It yields by subtracting (2.10) from (2.15)

a(x̃− x̃h, ỹh) = 0, for all ỹh ∈ Xh.

Hence

a(x̃− x̃h, x̃− x̃h) = a
(

x̃− x̃h, (I − Ph)x̃
)

+ a
(

x̃− x̃h,Phx̃− x̃h

)

= a
(

x̃− x̃h, (I − Ph)x̃
)

.
(3.13)

In addition, it holds

|a(x̃, ỹ)| = |
(

(I − A)x̃, ỹ
)

| ≤ ‖(I − A)x̃‖X‖ỹ‖X , for x̃, ỹ ∈ X.

By Lemma 3.3, it results

|a(x̃− x̃h, x̃− x̃h)| = |a
(

x̃− x̃h, (I − Ph)x̃
)

| ≤ 2‖(I − Ph)x̃‖
2
X .
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Thus

‖u− uh‖
2
0,Ω ≤ Ch−1ℜ

(

a(x̃− x̃h, x̃− x̃h)
)

≤ Ch−1|a(x̃− x̃h, x̃− x̃h)| ≤ Ch−1‖(I − Ph)x̃‖
2
X .

This completes the proof of the lemma. �

Next we analyze the convergence rate of the method under the following additional assump-

tions:

• Ω is convex;

• each element Ωk of Th is a convex Lipschitz domain;

• there is a constant ρ ∈ (0, 1) such that each element Ωk ∈ Th contains a ball of radius

ρhk;

• there is a constant µ ∈ (0, 1) such that for each Ωk ∈ Th, hk ≥ µh.

Then we cite the following technical result proved in [15] with the help of Vekua theory and

approximation estimates for harmonic polynomials.

Lemma 3.5. Let D ∈ R2 be a bounded, convex Lipschitz domain of diameter hD which contains

a ball of radius rhD with 0 < r ≤ 1/2. Let u ∈ Hs+1(D), s ≥ 0, be the solution of ∆u +

ω2u = 0 with constant ω > 0. Fix q ≥ 1, q ∈ N, set p = 2q + 1 and let the directions

{dl = (cos θl, sin θl)}
p
l=1 satisfy the condition that there exists δ ∈ (0, 1] such that the minimum

angles between two different directions is greater than or equal to 2πδ/p. Then, for q ≥ 2s+ 1

there exist α1, α2, · · · , αp ∈ C, such that for every 0 ≤ j ≤ s+ 1, it holds

‖u−

p
∑

l=1

αl exp(iωx · dl)‖j,ω,D

≤ C
[

1 + (ωhD)q+j−s+8
]

exp
(

(7/4− 3/4r)ωhD

)

hs+1−j

·
[(2 log(q + 2)

q + 2

)s+1−j

+ 4 exp(−5)rδ4(q + 1)−q/2
]

‖u‖s+1,ω,D, (3.14)

where the constant C > 0 depends only on j, s and the shape of D, but not on hD, ω, p, δ and

u. Here ‖ · ‖j,ω,D is the ω-weighted Sobolev norm.

It is noticed that log(q+2)/q + 2 asymptotically behaves like log p/p for increasing q, whereas

the term (q + 1)−q/2 decays faster. Therefore, the estimate, for large p, can be expressed as

∥

∥

∥

∥

u−

p
∑

l=1

αl exp(iωx · dl)

∥

∥

∥

∥

j,ω,D

≤ Chs+1−j
D

( log(p)

p

)s+1−j

‖u‖s+1,ω,D. (3.15)

We indicate that, thanks to the assumptions for the domain Ω and the mesh Th, we can

apply the above lemma to the element Ωk ∈ Th to get the following convergence result of our

method.

Theorem 3.1. Let u ∈
∏

j

Hs+1(Ωj) and x̃h ∈ Xh be the solution of (2.9) and (2.10), respec-

tively. Then for uh = E(x̃h) and large p, it holds
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‖u− uh‖0,Ω ≤ Chs−1
( log(p)

p

)s−1/2

‖u‖s+1, (3.16)

where ‖u‖2s+1 =
∑N

j=1 ‖u‖
2
s+1,k0nj ,Ωj

, and the constant C is independent of u, p and h, but

relies on σ.

Proof. By Lemma 3.5, there is a function ua ∈ Vh such that in each element Ωk it holds

‖u− ua‖j,ω,Ωk
≤ Chs+1−j

( log(p)

p

)s+1−j

‖u‖s+1,k0nk,Ωk
. (3.17)

with 0 ≤ j ≤ s+ 1.

Then define x̃a by x̃a|∂Ωj
=
(

(∂ν̃j +iσ)ua|Ωj

)

|∂Ωj
, j = 1, 2, · · · , N . We use the trace estimate

(3.7) again and combine it with above estimate to obtain

‖x− xa‖
2
X =

∑

j

∫

∂Ωj

1

σ
|(∂ν̃j + iσ)(u − ua)|

2 ds

≤
∑

j

(

1

σ
‖∂ν̃j (u− ua)‖

2
0,∂Ωj

+ ‖u− ua‖
2
0,∂Ωj

)

≤
∑

k

Ch2s−1
k

( log(p)

p

)2s−1

‖u‖s+1,k0nk,Ωk

≤ Ch2s−1
( log(p)

p

)2s−1

‖u‖2s+1. (3.18)

Thus, it holds

‖(I − Ph)x)‖X ≤ ‖x− xa‖X ≤ Chs−1/2
( log(p)

p

)s−1/2

‖u‖s+1.

Finally in terms of Lemma 3.4, it results

‖u− uh‖0,Ω ≤ Chs−1
( log(p)

p

)s−1/2

‖u‖s+1.

This completes the proof of the theorem. �

Unfortunately, we can not indicate the dependence of the convergence rate on the number

of evanescent wave functions. This is due to the fact that their approximation properties are

not available at present as far as we know. But notice that they are used only in parts of the

elements, thus the convergence result is still reasonable.

4. Numerical Results

In this part, we demonstrate the numerical results of our method on case of high-frequency.

All simulations are performed under MATLAB2010b.

For simplicity, the computational domain is taken as a square Ω = [−l, l]× [−l, l] and the

mesh consists of uniformly small squares with side length l/n, n ∈ N. It is easily seen that the

parameter n determine the fineness of the mesh.

In our experiment, we set l = 1/2, and the free space wave number k0 = 1, n+ = 45,

n− = 75, ns = 60. The incident field is plane wave ui = exp(iαx + iηy) with incident angle

θ = π/4.
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In each element Ωk, we choose p propagation directions dk,l of plane waves as follows

dk,r = (cos θr, sin θr), θr = 2π(r − 1)/p, r = 1, 2, · · · , p.

And we use two evanescent wave functions of the form (2.19) to enrich the plane wave functions,

which propagate along the substrate in positive and negative x directions respectively. The point

xk = (xk, yk) is taken as the center of the element Ωk, k = 1, 2, · · · , N .

To test the accuracy and convergence of the method, we calculate the reference field uref
ph

caused only by the two-layered background medium. Then the boundary value problem to be

solved is following
{

∆u+ k20m
2(x)u = 0, x ∈ Ω,

(

∂ν − ik0m(x)
)

u = g, x ∈ Γ,

where g =
(

∂ν − ik0m(x)
)

uref . Since its exact solution is just uref given by (2.2), there is no

modeling error for this case. Our numerical error is only caused by the algorithm. We calculate

errors between the real solution uref and the numerical one uref
ph with L2 norm on Ω i.e.

error =
(

N
∑

k=1

||uref − uref
ph ||20,Ωk

)1/2

,

and on each Ωk we evaluate the integral by the numerical quadrature formula.

Γ0

Γ

Γ0

Γ

Fig. 4.1. Left plot: Real part of reference field u
ref

h . Right plot: Real part of sacttering field us
ph.

We first focus on the case of mesh refinement. Five meshes are used with n = 2 for the

coarse mesh and n = 16 for the finest one. Since evanescent wave functions exponentially decay

as a function of depth in y direction, they are used only in the elements in Ωe = [−l, l]× [0, l/2]

(see the red domain in the left plot of Fig. 4.1). We present the L2 errors on Ω for p = 10 in

Table 4.1. It is seen that errors go down with mesh refinement but at a slow rate.

Table 4.1: Errors for mesh refinement for p = 10.

n 2 4 8 12 16

error 5.47e-001 1.05e-001 3.08e-002 2.52e-003 4.54e-004

Next, we move to a consideration of convergence as the number of bases increase on a fixed

mesh. We vary p from 5 to 50 and keep evanescent wave functions unchanged. Errors with

respect to the number of plane wave functions for n = 3 and n = 6 are presented respectively
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L2 errors for n=6

Fig. 4.2. Left plot: L2 errors versus p for n = 3. Right plot: L2 errors versus p for n = 6.

in Fig. 4.2. It can be observed that the error decreases rapidly when p increase. And high

accuracy can be achieved at a low density of degree of freedom (eg. p = 30 for both cases).

To investigate the effectiveness of evanescent wave functions, we compare the errors com-

puted on the zone Ωe where they are active. Table 4.2 lists the corresponding numerical data,

in which err represents the errors counted by both plane wave and evanescent wave bases and

Err stands for the errors calculated only with plane waves. By comparison, we conclude that

a better accuracy is attained by use of evanescent wave functions.

Table 4.2: Comparison of the errors on Ωe for n = 3.

p 10 15 20 25 30

err 6.472e-002 9.628e-003 1.163e-004 7.806e-005 8.750e-007

Err 2.918e-001 6.684e-002 2.314e-003 4.353e-004 5.333e-006

Furthermore, we carry out preliminary tests about the influence of the number of evanescent

wave functions on the convergence rate. The evanescent wave functions used are of the form

vk,p+2l−1 = exp
(

iβl(y − yk) + iαl(x − xk)
)

vk,p+2l = exp
(

iβl(y − yk)− iαl(x − xk)
)

, l = 1, 2, 3, 4, 5,
(4.1)

where βl on Ωk is given by i
√

α2
l − k20n

2
+ with αl = lk0n− sin θ.

We still focus on the L2 errors on the region of Ωe with the case n = 3. Since the approximate

space is spanned by two kinds of wave functions, we add two evanescent wave functions each

time while let the number of plane wave functions p = 10 remains invariant. The numerical

data is listed in the following table. From the results, we observe that the errors go down with

the increase of the the number of evanescent wave functions gradually. Thus, we speculate that

the convergence rate may be influenced by the number of evanescent wave functions.

Table 4.3: Errors against l for p = 10 on Ωe.

l 1 2 3 4 5

error 6.472e-002 3.824e-002 8.177e-003 5.643e-003 9.047e-004

Finally, we simulate the situation that a sample S = [−l/6, l/6] × [0, l/6] appears in the

middle of the substrate (see the yellow domain in the right plot of Fig. 4.1). Due to its presence

, the interaction between the reference field and the sample produces scattering waves. When
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Fig. 4.3. Left plot: Contours of reference field u
ref

ph . Right plot: Contours of scattering field us
ph.

the total field uph is calculated, the scattering field us
ph can be obtained by us

ph = uph − uref
ph .

We depict the contours of the real part of uref
ph and us

ph in Fig. 4.3 (see the left plot and the

right one respectively). Physically, the sample will give rise to refraction, thus it should be an

enforcement of the field in both directions of reflection and refraction. Obviously, our numerical

results are in good accordance with this phenomenon, which testify the validity of our method

again.

It is clear from our results that using evanescent wave functions to enrich plane wave func-

tions is an effective way to improve accuracy.

5. Conclusions

For this work, we demonstrate an efficient and accurate numerical method for a scattering

problem in near field optics. Using evanescent wave and plane wave functions to approximate

the local properties of the field, we can get a fast global convergence. Furthermore, since the

priori information about the solution is directly incorporated in the trial space, it can deal well

with the case with high-frequency. The superiority of our method is mainly due to the good

approximation properties of bases functions and the fact that various integrals can be evaluated

in a closed form.
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