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Abstract
In this paper, we investigate the optimality conditions of a class of special nonsmooth
m
programming min F(z) = Y |maz{fi(z),c;}| which arises from L;-norm optimization,
i=1

where ¢; € R is constant and f; € C',i = 1,2,---,m. These conditions can easily be
tested by computer.
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1. Introduction

Consider a class of special nonsmooth programming

in F(x) = (), ¢ 1.1
i F@) =3 (i), i} (L1)
where constant ¢; € R, f; € C',i = 1,2,---,m, and in general there is at least one ¢; < 0.

The problem (1.1) arises from the L; norm optimization. For example, the discrete Ly linear
approximation[2], the Ly solution of an overdetermined linear systems[3], the censored discrete
linear L; approximation[7,8]

m
. _ L T )
Jnip F@) = 3 Iy~ max{af . ) (1.2)

and from the L; penalty function model of constrained programming[5,6]

min F(z) = f(z) + )\Zmax{gi(m),()} (1.3)

TER™

where A > 0 is a penalty coefficient.

The aim of this paper is to investigate the optimality conditions of the problem(1.1). It
is well known that for the general nonsmooth function F(z),i.e., F(z) is locally Lipschitz
continuous at any z, the necessary condition of a local minimizer z* of F(z) is 0 € 0F(z*).
This condition is not easily tested by computer. For the special problem (1.1), we can obtain
the necessary conditions and sufficient conditions of a local minimizer z* of F(z), which can
easily be tested by computer.

* Received July 31, 2001.
1) The project was supported by NNSFC(No. 19771047) and NSFJS (BK97059).



792 S.B. SHENG AND H.F. XU

In the next section, we consider the differential properties of F'(z) and establish a charac-
terization of the generalized gradient 0F (). In section 3, we discuss the descent direction of
F(z) based on the gradient of f;(z),i =1,2,---,m. Then we provide necessary conditions and
sufficient conditions for a (strict) local minimizer of F'(z). In the last section, we provide the
optimality conditions of problem(1.2) and (1.3).

2. Differential Properties

The nonlinear and nonconvex function F(z) defined by (1.1) can be written as the sum of
smooth functions and nonsmooth functions. To do this, for any given z € R", define the index
sets [';(z),j =1,---,5, by

Di(z) ={ie[l:m]|fi(x) >c; >0 or fi(z) >ci,c;i <0 and fi(x) # 0},

Da(z) = {i € 1 : m]|fi(x) < e},  Ta(z) ={i €[l:m]|fi(z) =c; >0},
Ty(z) ={i € [1:m]|fi(z) =¢; <0}, Ts(xz)={ie[l:m]|fi(z) =0 and ¢; <0}.
The sets {T';(z),j = 1,---,5} form a disjoint partition of {1,2,---,m}, that is
5
U Ti(z) ={1,2,---,m}, VzeR",
j=1
z)(\Tj(x) = ¢, Vi#j Vo€ R"

For the simplicity, let ;5 = ['j(x) UTj(z) UTk(z), we have

= Z |max{f;(z),c;}| + Z |max{f;(z), c;}| (2.1)

i€l12 i€l345

For i € I'y the component function |max{f;(z),c;}| = sign(fi(z))fi(x), which is smooth in
a neighborhood of z with gradient sign(f;(z))Vf;(x). For i € I'y the component function
| max{ fi(x),c;}| = |ci|, which is constant and hence smooth in a neighborhood of #. Thus the
gradient of the smooth part of F(z) is

=V ( Z | max{f;(z cl}|> Z sign(f;(z))V fi(x) (2.2)
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A definition of the generalized gradient 0 f(z) [4] of a piecewise smooth function at a point
T is
Of(z) = co{v € R"|3 a sequence {z;} such that
xp = x,Vf(zg) exists V k and Vf(zg) = v as k — 400} (2.3)

where co denotes the convex hull. Furthermore, 0f(z) is a nonempty compact convex set in
R™.

Now, for i € I'345 the corresponding component functions are piecewise smooth. According
to (2.3) the generalized gradients are given by

co{0,Vfi(x)} ={v e R*"v=\Vfi(z),0 <\ <1},i € I's;
0| max{fi(z),c;}| =< co{0,-Vfi(z )}—{UER”|U—/\Vf,( ),—1 < A; <0}, €Ty;
cof V fi(a), ~V fi(2)} = {0 € RMo = \i¥ fi(z), ~1 < \; < 1},7 € T,



