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Abstract

A new algorithm for inequality constrained optimization is presented, which solves
a linear programming subproblem and a quadratic subproblem at each iteration. The
algorithm can circumvent the difficulties associated with the possible inconsistency of QP
subproblem of the original SQP method. Moreover, the algorithm can converge to a
point which satisfies a certain first-order necessary condition even if the original problem is
itself infeasible. Under certain condition, some global convergence results are proved and
local superlinear convergence results are also obtained. Preliminary numerical results are
reported.
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1. Introduction

We consider the following nonlinear programming problem:

O (1)
st. ¢i(z) <0, iel
where f : R — R, ¢; : R" — R, i € I are continuously differentiable functions. I =
{1) 27 .. '7m}' Let g(l‘) = Vf(l'), C(l‘) = (cl (:L’), 62(1’), v )Cm(x))T and A(Z’) = (vcl (:L’),
Vea(z), ..., Ver(z)). In view of convenience, we usually use fi, for f(zy), Ci for C(zy), gi for
g(zr) and Ay for A(xy), etc.
SQP algorithms for constrained optimization are iteration-type methods. They generate a
sequence of points approximating to the solution by the procedure
Thy1 = T + Ardy (2)
where xj, is the current point, dj is a search direction which minimizes a quadratic model
subject to linearized constraints and Ay is the stepsize along the search direction (see details
in [12, 18, 25]). For k > 1 the original SQP method developed by Wilson, Han and Powell
employs the following () P subproblem

min gld+ %dTBkd 3)

s.t. Cr + A{d <0
where By, is a symmetric matrix which approximates to the Hessian of the Lagrangian function
L(z,p) = f(x) + p" C(x) (4)
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where p is an approximation to the Lagrangian multiplier vector.

Because of its nice convergence properties(for example, see Han (1977), Powell (1978), Bogg
et al (1982)), the SQP method has been absorbing attention from many researchers.

The requisite consistency of the linearized constraints of the P subproblem (3) is a serious

limitation of the SQ P method. Within the framework of the method, Powell suggested to solve
a modified subproblem at each iteration (Powell(1977)):

min  g7d+ $dTByd + $6;,(1 — p)?
s.t. pici(zr) + Vei(z)Td <0
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1, ¢i(zx) <0
here u; = ’
e { ny i) 20
other technique, the computational investigation provided by Schittkowski (1981,1983) shows
that this modification works very well.

and 0 < p < 1, §p > 0 is a penalty parameter. With some

However, a simple example presented by Burke and Han (1989) and Burke (1992) indicates
that this approach may not be the best one.

On the other hand, based on the trust region strategy, Fletcher(1981) developed the Si; QP
method for problem (1). Burke and Han (1989) shows that Fletcher’s approach is still incom-
plete. One of the reasons is that the search direction generated by Sl; QP method may point
to the contrary of the optimal point.

Burke and Han (1989) and Burke (1989) presented approaches to overcome difficulties as-
sociated with the inconsistency of the QP subproblem (3). A feature different to the other
methods is that even when (1) is itself infeasible their methods can converge to a point which
meets a certain first-order necessary optimality condition. However, Burke and Han’s method
is conceptual.

Recently, Liu and Yuan (2000) presented a method which is a modification to SQP method.
Similar to Burke and Han’s methods, even when (1) is itself infeasible their method can converge
to a point which meets a certain first-order necessary optimality condition. Unlike the other
methods, their method solves two subproblem—one is an unconstrained piecewise quadratic
subproblem, the other is a quadratic subproblem. Their method has excellent theoretical prop-
erties and is implementable.

In this paper, we describe another implementable method which is a modification to SQP
method. The algorithm can circumvent difficulties associated with the infeasibility of the QP
subproblem. Our method is similar to Liu and Yuan’s method. At each iteration it solves two
subproblems—one is a linear programming, which is different from Liu and Yuan’s, the other
is a quadratic subproblem. Since solving a linear programming is much easier than solving
a piecewise quadratic programming, the computation at each iteration is less than Liu and
Yuan’s. Under certain conditions we can prove that the method is globally convergent and
locally superlinearly convergent.

Note that in our method we only deal with inequality constraints. In fact, for equality
constraints, we can convert it into two inequalities and our method can also deal with it.
Therefore, our method can solve optimization problem with general constraints.

Our algorithm can be easily combined with the trust region strategy. Thus the algorithm in
this paper can be extended to a trust region algorithm for constrained optimization problem.

The paper is organized as follows. The algorithm model is presented in Section 2. In Section
3, the global convergence results of the algorithm are proved. We discuss the local properties of
the algorithm in Section 4. In Section 5, some numerical results are reported. Some discussions
are given in Section 6 to conclude the paper.



